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FROM SCALAR TO VECTOR OPTIMIZATION
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Abstract. Initially, second-order necessary optimality conditions and sufficient optimality
conditions in terms of Hadamard type derivatives for the unconstrained scalar optimization
problem ϕ(x) → min, x ∈ � m , are given. These conditions work with arbitrary functions
ϕ : � m → � , but they show inconsistency with the classical derivatives. This is a base
to pose the question whether the formulated optimality conditions remain true when the
“inconsistent” Hadamard derivatives are replaced with the “consistent” Dini derivatives. It
is shown that the answer is affirmative if ϕ is of class C1,1 (i.e., differentiable with locally
Lipschitz derivative).
Further, considering C1,1 functions, the discussion is raised to unconstrained vector op-

timization problems. Using the so called “oriented distance” from a point to a set, we
generalize to an arbitrary ordering cone some second-order necessary conditions and suffi-
cient conditions given by Liu, Neittaanmäki, Křížek for a polyhedral cone. Furthermore,
we show that the conditions obtained are sufficient not only for efficiency but also for strict
efficiency.

Keywords: scalar and vector optimization, C1,1 functions, Hadamard and Dini deriva-
tives, second-order optimality conditions, Lagrange multipliers.

MSC 2000 : 90C29, 90C30, 49J52

1. Introduction

In this paper we use the notation � = � ∪ {−∞} ∪ {+∞} for the extended real
line. Let m be a positive integer and ϕ : � m → � a given function. Recall that the
domain of ϕ is the set domϕ = {x ∈ � m : ϕ(x) 6= ±∞}. The problem to find the
local minima of ϕ (in general a nonsmooth function) is written down by

ϕ(x) → min, x ∈ � m .

Optimality conditions in nonsmooth optimization are based on various definitions
of directional derivatives. In the sequel, we give definitions of the first and second-
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order Hadamard and Dini derivatives. In terms of Hadamard derivatives Ginchev [10]
gives second-order necessary optimality conditions and sufficient optimality condi-
tions. We choose them as a starting point for our discussion because of the amazing
property that they possess, namely they could be applied for quite arbitrary func-
tions ϕ : � m → � , while in contrast the known conditions in nonsmooth optimization
usually assume in advance certain regularity of the optimized function ϕ, the usual
prerequisite being that ϕ is a locally Lipschitz function with some additional prop-
erties.

The following “complementary principle” in nonsmooth optimization is welcome:
if the optimized function is a smooth one, then the optimality conditions should
reduce to known classical optimality conditions. Recall that the notion of “comple-
mentary principle” in physics is used in the sense that the laws of classical physics
are obtained as limits from those of relativistic physics. Obviously, similar demand
in optimization is not imperative and the inconsistency is not a ground to reject a
meaningful theory. Nevertheless, consistency complies with our natural expectations.

Having in mind the above remark, in Sections 2, 3 and 4 we show that the defined
second-order Hadamard derivatives do not coincide with the classical ones in the
case of C2 function, while there is coincidence for the Dini derivatives. Taking into
account that the classical second-order conditions involve rather the Dini derivatives,
in the spirit of the “complementary principle”, we pose the natural question whether
the formulated second-order conditions remain true if the inconsistent Hadamard
derivatives are replaced by the consistent Dini ones. In Example 1 we show that, in
general, the answer is negative. This observation leads to another problem, namely
to find a class F of functions for which the optimality conditions in Dini derivatives
are true. We show that the class of C1,1 functions solves affirmatively this problem,
while the same is not true for the class C0,1 (here Ck,1 denotes the class of functions
which are k times Fréchet differentiable with locally Lipschitz kth derivative). Con-
sidering C1,1 functions we move towards vector optimization problems. In Section 5,
we give scalar characterizations of efficiency in terms of the “oriented distance func-
tion” from a point to a set. Section 6 generalizes (in the case of unconstrained vector
optimization problems) to an arbitrary convex, closed and pointed ordering cone, the
second-order optimality conditions obtained by Liu, Neittaanmäki, Křížek [22] for
polyhedral cones. There, we state also sufficient conditions for strict efficiency [5].
Finally, Section 7 is devoted to some comparison with the results obtained by Guer-
raggio, Luc [15], and Bolintenéanu, El Maghri [6].
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2. Directional derivatives and second-order conditions

Denote the unit sphere and the open unit ball in � m by S = {x ∈ � m : ‖x‖ = 1}
and B = {x ∈ � m : ‖x‖ < 1}, respectively. Given ϕ : � m → � , x0 ∈ domϕ and
u ∈ S (actually the same definitions hold for u ∈ � m \ {0}) we define the first
and second-order lower directional Hadamard derivatives (for brevity we say just
Hadamard derivatives) as follows. The first-order Hadamard derivative ϕ′

H(x0, u)
takes values in � and is defined by

ϕ′H(x0, u) = lim inf
(t,v)→(0+,u)

1
t
(ϕ(x0 + tv)− ϕ(x0)).

Note that the difference on the right-hand side is well defined, since due to x0 ∈ dom ϕ

only ϕ(x0 + tv) could possibly take infinite values. The second-order Hadamard
derivative ϕ′′H (x0, u) is defined only if the first-order derivative ϕ′H(x0, u) takes a
finite value. Then we put

ϕ′′H(x0, u) = lim inf
(t,v)→(0+,u)

2
t2

(ϕ(x0 + tv)− ϕ(x0)− t ϕ′H(x0, u)).

The expression in the parentheses has sense, since only ϕ(x0 + tv) possibly takes an
infinite value.
The first and second-order lower Dini directional derivatives (we call them just

Dini derivatives) are defined similarly for u ∈ S (and for arbitrary u ∈ � m ) with the
only difference that there is no variation in the directions. For the first-order Dini
derivative we put

ϕ′D(x0, u) = lim inf
t→0+

1
t
(ϕ(x0 + tu)− ϕ(x0)).

The second-order Dini derivative ϕ′′D(x0, u) is defined only if the first-order derivative
ϕ′D(x0, u) takes a finite value; then

ϕ′′D(x0, u) = lim inf
t→0+

2
t2

(ϕ(x0 + tu)− ϕ(x0)− t ϕ′D(x0, u)).

The first-order derivatives ϕ′H (x0, u) and ϕ′D(x0, u) are considered, for instance, in
Demyanov and Rubinov [9], who proposed the names of Hadamard and Dini deriva-
tives. We use these names for the second-order derivatives given above, because
the same type of convergence as in [9] is used. The definitions of the second-order
derivatives look natural in the framework of what comes out if one solves the classical
Taylor expansion formula of the second order for a twice differentiable function with
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respect to the second-order derivative. Hence, the second-order Hadamard and Dini
derivatives are Peano-type derivatives [11], [27].
However, let us mention that another second-order directional derivative of

Hadamard type can be obtained if in the above definition of the second-order
Hadamard derivative the term −tϕ′H(x0, u) is replaced by −tϕ′H(x0, v). Although,
because of the type of convergence used, such a derivative could also pretend to the
name second-order Hadamard derivative, here it is beyond our interest, since with
this new understanding of the second-order Hadamard derivative, Theorem 1 cited
below fails to be true. Let us also remark that in Theorem 1 we assume that u ∈ S.
When the Hadamard derivatives are restricted to u ∈ S, we may assume that by
the lim inf in their definition, the convergence (t, v) → (0+, u) is such that v remains
on S. Obviously, such a restriction does not change the values of ϕ′

H(x0, u) and
ϕ′′H(x0, u).
Recall that x0 ∈ � m is said to be a local minimizer (we prefer to say simply

minimizer) of ϕ, if for some neighbourhood U of x0 ϕ(x) > ϕ(x0) holds for all
x ∈ U . A minimizer is strong if this inequality is strong for x ∈ U \ {x0}. It is
said to be an isolated minimizer of order k (k is a positive integer) if there exists
a constant A > 0 such that ϕ(x) > ϕ(x0) + A‖x − x0‖k, x ∈ U . Obviously, each
isolated minimizer is a strong minimizer. The concept of an isolated minimizer has
been popularized by Auslender [4].
The next theorem states second-order necessary conditions and sufficient condi-

tions in terms of Hadamard derivatives and is a particular case of a result proved in
Ginchev [10].

Theorem 1. Let ϕ : � m → � be an arbitrary function.
( ���! "�$#%#%&(' ) *,+.-0/2143516+.-7# ) Let x0 ∈ dom ϕ be a minimizer of ϕ. Then for

each u ∈ S the following two conditions hold:

ϕ′H(x0, u) > 0,(N′
H )

if ϕ′H(x0, u) = 0 then ϕ′′H (x0, u) > 0.(N′′
H )

( 8 9 :;:;1� "16�<-=3>*?+�-0/@143%16+.-0# ) Let x0 ∈ domϕ. If for each u ∈ S one of the
following two conditions hold:

ϕ′H(x0, u) > 0,(S′H)

ϕ′H (x0, u) = 0 and ϕ′′H (x0, u) > 0,(S′′H)

then x0 is a strong minimizer of ϕ. Moreover, these conditions are necessary and
sufficient for x0 to be an isolated minimizer of the second order.
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3. Consistency with the classical derivatives

The astonishing property of Theorem 1 is that it works with quite arbitrary func-
tions ϕ : � m → � . Further, the sufficiency characterizes the isolated minimizers of
the second order of such functions, that is, the sufficient conditions are both nec-
essary and sufficient for a point to be an isolated minimizer. The next example
illustrates an application of this theorem.

A B &(C>DFE6� 1. Consider

(1) ϕ : � 2 → � , ϕ(x1, x2) = max(−2x2
1 + x2, x

2
1 − x2).

Then the point x0 = (0, 0) is not a minimizer, which is seen by observing that
the necessary conditions from Theorem 1 are not satisfied. In fact, for nonzero
u = (u1, u2) we have

ϕ′H (x0, u) = ϕ′D(x0, u) =





u2, u2 > 0,

0, u2 = 0,

−u2, u2 < 0,

ϕ′′H (x0, u) = −4u2
1 and ϕ′′D(x0, u) = 2u2

1 for u2 = 0.

Therefore, ϕ′H (x0, u) > 0 for all u ∈ S, that is, the first-order necessary condition N′
H

is satisfied. However, for u = (u1, u2) = (±1, 0) we have ϕ′H(x0, u) = 0 and ϕ′′H =
−4u2

1 < 0, hence the second-order necessary condition N′′
H is not satisfied.

In Example 1 we calculated the Dini derivatives for the purpose of comparison. It
falls into eyes immediately that the second-order derivatives, in general, are differ-
ent: ϕ′′H (x0, u) 6= ϕ′′D(x0, u). The next simple example shows that such a difference
occurs even for C2 functions. The genesis of this difference is in the definition of the
Hadamard derivatives, where in the lim inf the convergence (t, v) → (0+, u) means
an independent convergence t → 0+ and v → u.

A B &(C>DFE6� 2. For the function

ϕ : � 2 → � , ϕ(x1, x2) = x1,

and nonzero u = (u1, u2) we have ϕ′H(x, u) = ϕ′D(x, u) = u1, whereas ϕ′′H(x, u) =
−∞ differs from ϕ′′D(x, u) = 0.

Let ϕ : � m → � be twice differentiable at x. In this case the gradient of ϕ at x is
denoted by ϕ′(x) and the Hessian by ϕ′′(x). Then the classical first and second-order
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directional derivatives of ϕ are

ϕ′(x, u) = lim
t→0+

1
t
(ϕ(x + tu)− ϕ(x)) = ϕ′(x)u

and

ϕ′′(x, u) = lim
t→0+

2
t2

(ϕ(x + tu)− ϕ(x) − t ϕ′(x, u)) = ϕ′′(x)(u, u).

The classical optimality conditions can be obtained from Theorem 1 by replacing
the Hadamard derivatives by the classical directional derivatives. Actually, sim-
ple reasoning shows that in this case the first-order conditions are replaced by the
assumption for stationarity ϕ′(x0, u) = 0 for all u ∈ S or equivalently by ϕ′(x0) = 0.
It is easily seen that for a twice differentiable at x0 functions ϕ : � m → �

the classical first and second-order directional derivatives coincide with the Dini
derivatives of the first and second order, respectively, i.e. ϕ′(x)u = ϕ′D(x, u) and
ϕ′′(x)(u, u) = ϕ′′D(x, u). Therefore, the following problem arises naturally as an at-
tempt to generalize the classical optimality conditions in a consistency preserving
way.

G '%+.HIE6�<C 1. Determine a class F of functions ϕ : � m → � such that Theorem 1
with Hadamard derivatives replaced by the respective Dini derivatives holds true for
all functions ϕ ∈ F .

The classical second-order conditions show that the class of twice differentiable
functions solves this problem. We show in Section 4 that the class of C1,1 functions
also solves this problem, while this is not true for the class of C0,1 functions.

Actually, Problem 1 concerns only the sufficient conditions as one sees from the
following remark.

J �<CK&('%L 1. The necessary conditions for Dini derivatives remain true for an
arbitrary class F , which follows from the following reasoning. If x0 is a minimizer
for ϕ : � m → � and u ∈ S then t0 = 0 is a minimizer for the function ϕu : � → � ,
ϕu(t) = ϕ(x0 + tu). We can write the necessary conditions from Theorem 1 for the
function ϕu. The Hadamard derivatives for ϕu in direction 1 however coincide with
the respective Dini derivatives for ϕ in direction u, whence we see that the necessary
conditions for Dini derivatives are satisfied.
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4. Optimization of C1,1 functions

The function in Example 1 satisfies the “sufficient conditions” in terms of Dini
instead of Hadamard derivatives as is seen from the Dini derivatives calculated there.
Hence, the sufficiency with Dini instead of Hadamard derivatives does not hold for
arbitrary functions ϕ, which is why we need to restrict the class F of the functions
considered in order to get a solution of Problem 1.
Recall that in practical optimization the classes C0,1 and C1,1 play an important

role. A function ϕ : � m → � is said to be of class C0,1 on � m if it is locally Lipschitz
on � m . It is said to be of class C1,1 on � m if it is differentiable at each point x ∈ � m

and its gradient ϕ′(x) is locally Lipschitz on � m . Similarly one defines functions of
class C0,1 or C1,1 having as their domain an open set X ⊂ � m . The case of an open
proper subset X ⊂ � m does not introduce new elements in our discussion, which is
why we confine to X = � m .
Let us underline that for a C1,1 function ϕ in the definition of ϕ′′D(x0, u) in Section 2

the term ϕ′D(x0, u) is replaced by ϕ′(x0)u. In the sequel we discuss whether we get a
solution of Problem 1 by taking for F one of the classes C0,1 and C1,1. The function
in Example 1 is of class C0,1 being the maximum of C2 functions. Therefore the
class C0,1 does not solve the posed problem. We show, however, in Theorem 2 that
the class C1,1 is a solution of this problem. For the proof we need the following
lemma.

Lemma 1. Let ϕ : � m → � be a C1,1 function. Let ϕ′ be Lipschitz with a
constant L in x0 + r cl B, where x0 ∈ � m and r > 0. Then, for u, v ∈ � m and
0 < t < min(r/‖u‖, r/‖v‖) we have

∣∣∣ 2
t2

(ϕ(x0 + tv)− ϕ(x0)− tϕ′(x0)v)− 2
t2

(ϕ(x0 + tu)− ϕ(x0)− tϕ′(x0)u)
∣∣∣(2)

6 L(‖u‖+ ‖v‖)‖v − u‖

and, consequently,

(3) |ϕ′′D(x0, v)− ϕ′′D(x0, u)| 6 L(‖u‖+ ‖v‖)‖v − u‖.

For v = 0 we get

∣∣∣ 2
t2

(ϕ(x0 + tu)− ϕ(x0)− tϕ′(x0)u)
∣∣∣ 6 L‖u‖2

and

|ϕ′′D(x0, u)| 6 L‖u‖2.
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In particular, if ϕ′(x0) = 0 then inequality (2) implies

(4)
∣∣∣ 2
t2

(ϕ(x0 + tv)− ϕ(x0 + tu))
∣∣∣ 6 L(‖u‖+ ‖v‖)‖v − u‖.

G '%+=+�: . For t ∈ (0, r) we have

2
t2

(ϕ(x0 + tv)− ϕ(x0)− tϕ′(x0)v)

=
2
t2

(
(ϕ(x0 + tv)− ϕ(x0 + tu))− tϕ′(x0)(v − u)

)

+
2
t2

(ϕ(x0 + tu)− ϕ(x0)− tϕ′(x0)u)

=
2
t
(v − u)

∫ 1

0

(ϕ′(x0 + (1− s)tu + stv)− ϕ′(x0)) ds

+
2
t2

(ϕ(x0 + tu)− ϕ(x0)− tϕ′(x0)u)

6 2L‖v − u‖
∫ 1

0

‖(1− s)u + sv‖ ds

+
2
t2

(ϕ(x0 + tu)− ϕ(x0)− tϕ′(x0)u)

6 2L‖v − u‖
∫ 1

0

((1− s)‖u‖+ s‖v‖) ds

+
2
t2

(ϕ(x0 + tu)− ϕ(x0)− tϕ′(x0)u)

= L(‖u‖+ ‖v‖)‖v − u‖+
2
t2

(ϕ(x0 + tu)− ϕ(x0)− tϕ′(x0)u).

Interchanging u and v, we get inequality (2) and as a particular case also (4). In-
equality (3) is obtained from (2) after passing to the limit. �

Theorem 2. Let ϕ : � m → � be a C1,1 function.
( ���! "�$#%#%&(' ) *?+�-0/2143516+.-7# ) Let x0 be a minimizer of ϕ. Then ϕ′(x0) = 0 and

for each u ∈ S we have ϕ′′D(x0, u) > 0.
( 8 9 :;:;1� "16�<-=3M*?+�-0/2143516+.-7# ) Let x0 ∈ � m be a stationary point, that is

ϕ′(x0) = 0. If for each u ∈ S we have ϕ′′D(x0, u) > 0 then x0 is an isolated minimizer
of the second order for ϕ. Conversely, each isolated minimizer of the second order
satisfies these sufficient conditions.
G '%+=+�: . Necessity is satisfied according to Remark 1. Since ϕ is differentiable,

we have only to observe that ϕ′(x0,−u) = ϕ′(x0)(−u) = −ϕ′(x0)(u) = −ϕ′(x0, u),
whence if both ϕ′(x0,−u) > 0 and ϕ′(x0, u) > 0 hold, we get ϕ′(x0, u) = ϕ′(x0)u = 0.
If the equality ϕ′(x0)u = 0 holds for all u ∈ S, then ϕ′(x0) = 0.
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Now we prove sufficiency. Let ϕ′ be Lipschitz with a constant L in the ball
x0 + r cl B, r > 0. Let u ∈ S and 0 < 3ε(u) < ϕ′′D(x0, u). Choose 0 < δ(u) < r such
that for 0 < t < δ(u) we have

2
t2

(ϕ(x0 + tu)− ϕ(x0)− tϕ′(x0)u) > ϕ′′D(x0, u)− ε(u).

Put also U(u) = u + (ε(u)/2L)B and let v ∈ U(u)∩ S. Then applying Lemma 1, we
get

2
t2

(ϕ(x0 + tv)− ϕ(x0)) =
2
t2

(ϕ(x0 + tu)− ϕ(x0)) +
2
t2

(ϕ(x0 + tv)− ϕ(x0 + tu))

> 2
t2

(ϕ(x0 + tu)− ϕ(x0)− tϕ′(x0)u)− 2L‖v − u‖

> ϕ′′D(x0, u)− 2ε(u) > ε(u) > 0.

Therefore,

ϕ(x0 + tv) > ϕ(x0) +
1
2
(ϕ′′D(x0, u)− 2ε(u))t2.

The compactness of S yields that S ⊂ U(u1) ∪ . . . ∪ U(un) for some u1, . . . , un ∈ S.
Put δ = min δ(ui), A = min 1

2 (ϕ′′D(x0, ui) − 2ε(ui)). The above chain of inequalities
implies that ϕ(x) > ϕ(x0) + A‖x− x0‖2 holds for ‖x− x0‖ < δ. Therefore, x0 is an
isolated minimizer of the second order.
Conversely, if x0 is an isolated minimizer of the second order for a C1,1 function ϕ,

then from the necessary conditions ϕ′(x0) = 0. Further, for some A > 0, t > 0
sufficiently small and u ∈ S, we have ϕ(x0 + tu) > ϕ(x0) + At2, whence

2
t2

(ϕ(x0 + tu)− ϕ(x0)− tϕ′(x0)u) > 2A

and consequently, ϕ′′D(x0, u) > 2A > 0. �
J �<CK&('%L 2. If ϕ′′D(x0, u) is defined as the set of all cluster points of (2/t2)(ϕ(x0+

tu) − ϕ(x0) − tϕ′(x0)u) as t → 0+, then Lemma 1 and Theorem 2 can be restated
in terms of this new definition, since the same proof can be applied to this new
interpretation. This new point of view fits better to the vector case studied in
Section 6.

If ϕ : � m → � is a C1,1 function, then ϕ′ is locally Lipschitz and according to the
Rademacher theorem the Hessian ϕ′′ exists almost everywhere. Then, the second-
order subdifferential of ϕ at x0 is defined by

∂2ϕ(x0) = cl conv{lim ϕ′′(xi) : xi → x0, ϕ′′(xi) exists}.
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The C1,1 functions in optimization and the second-order optimality conditions have
been introduced in Hiriart-Urruty, Strodiot, Hien Nguen [16]. Thereafter an inten-
sive study of various aspects of C1,1 functions has been undertaken (see for instance
Klatte, Tammer [19], Liu [20], Yang, Jeyakumar [31], Yang [29], [30], Liu, Křížek [21],
Liu, Neittaanmäki, Křížek [22]). The Taylor expansion formula and necessary condi-
tions for Ck,1 functions, i.e., functions having the kth order locally Lipschitz deriva-
tive, have been generalized in Luc [24]. The following result is proved in Guerraggio,
Luc [15].

Theorem 3. Let ϕ : � m → � be a C1,1 function.
( ���! "�$#%#%&(' ) *?+�-0/2143516+.-7# ) Let x0 be a minimizer of ϕ. Then ϕ′(x0) = 0 and

for each u ∈ S there exists ζ ∈ ∂2ϕ(x0) such that ζ(u, u) > 0.
( 8 9 :;:;1� "16�<-=3N*,+.-0/2143516+.-7# ) Let x0 ∈ � m . If ϕ′(x0) = 0 and if ζ(u, u) > 0 for

all u ∈ S and ζ ∈ ∂2ϕ(x0), then x0 is a minimizer of ϕ.

For functions of class C2 Theorem 3 obviously coincides with the classical second-
order conditions. However, already for twice differentiable but not C2 functions the
hypothesis of the sufficient conditions of Theorem 3 fails to be true, which is seen in
the next example.
A B &(C>DFE6� 3. The function ϕ : � → � defined by

ϕ(x) =

{
x4 sin

1
x

+ ax2, x 6= 0,

0, x = 0,

is twice differentiable but is not a C2 function. Its first and second derivatives are
given by

ϕ′(x) =

{
4x3 sin

1
x
− x2 cos

1
x

+ 2ax, x 6= 0,

0, x = 0,

and

ϕ′′(x) =

{
12x2 sin

1
x
− 6x cos

1
x
− sin

1
x

+ 2a, x 6= 0,

2a, x = 0.

For a > 0 the point x0 = 0 is an isolated minimizer of the second order. The
sufficient conditions at x0 of Theorem 2 are satisfied. At the same time ∂2ϕ(0) =
[−1 + 2a, 1 + 2a] and, therefore, for 0 < a < 1/2 the hypotheses of the sufficient
conditions of Theorem 3 are not satisfied, although x0 is an isolated minimizer of
second order.
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5. Scalar characterization of vector optimality concepts

Our purpose from now on is to generalize the result of Theorem 2 from scalar
to vector optimization. In this section we introduce optimality concepts for vector
optimization problems and give some scalar characterizations.

We consider a vector function f : � m → � n . We denote by ‖ · ‖, S, B and 〈·, ·〉,
respectively the norm, the unit sphere, the open unit ball and the scalar product,
both in the domain and the image space, since from the context it will be clear which
of the two spaces is considered.
Further, C is a given pointed closed convex cone in � n . We deal with the mini-

mization problem

(5) f(x) → min, x ∈ � m .

There are different concepts of solutions of this problem. A point x0 is said to be
a weakly efficient (efficient) point, if there is a neighbourhood U of x0 such that if
x ∈ U then f(x) − f(x0) /∈ − intC (respectively, f(x) − f(x0) /∈ −(C \ {0})). A
point x0 is said to be properly efficient if there exists a pointed closed convex cone C̃

such that C \ {0} ⊂ int C̃ and x0 is a weakly efficient point with respect to C̃ . In
this paper the weakly efficient, the efficient and the properly efficient points will be
called w-minimizers, e-minimizers and p-minimizers, respectively.
Each p-minimizer is an e-minimizer, which follows from the implication f(x) −

f(x0) /∈ − int C̃ ⇒ f(x) − f(x0) /∈ −(C \ {0}), a consequence of C \ {0} ⊂ int C̃.
Each e-minimizer is a w-minimizer, which follows from the implication f(x)−f(x0) /∈
−(C \ {0}) ⇒ f(x)− f(x0) /∈ − intC, a consequence of int C ⊂ C \ {0}.
Let us point out that we do not assume in advance that int C 6= ∅. If int C = ∅,

then according to our definition each point x0 is a w-minimizer. In the case int C = ∅
we can define x0 to be a relative weakly efficient point, and call it an rw-minimizer,
if f(x)− f(x0) /∈ − riC. Here riC stands for the relative interior of C. However, in
the sequel we will not use rw-minimizers.
For a cone K ⊂ � n its positive polar cone K ′ is defined by K ′ = {ξ ∈ � n :

〈ξ, y〉 > 0 for all y ∈ K}. The cone K ′ is closed and convex. It is well known that
K ′′ := (K ′)′ = cl coK, see e.g. Rockafellar [28, Chapter III, § 15]. In particular,
for the closed convex cone C we have C ′ = {ξ ∈ � n : 〈ξ, y〉 > 0 for all y ∈ C} and
C = C ′′ = {y ∈ � n : 〈ξ, y〉 > 0 for all ξ ∈ C ′}.
The relation of the vector optimization problem (5) to some scalar optimization

problem can be obtained in terms of the positive polar cone of C.

Proposition 1. A point x0 ∈ � m is a w-minimizer of f : � m → � n with respect
to a pointed closed convex cone C if and only if x0 is a minimizer of the scalar
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function

(6) ϕ(x) = max{〈ξ, f(x)− f(x0)〉 : ξ ∈ C ′, ‖ξ‖ = 1}.

G '%+=+�: . If int C = ∅ then each point x0 ∈ � m is a w-minimizer. At the same
time, since C ′ contains at least one pair of opposite unit vectors ξ̂, −ξ̂, for each
x ∈ � m we have

ϕ(x) > max(〈ξ̂, f(x)− f(x0)〉, −〈ξ̂, f(x)− f(x0)〉) = |〈ξ̂, f(x)− f(x0)〉| > 0 = ϕ(x0),

i.e., ϕ has a minimum at x0.
Assume now that int C 6= ∅ and let x0 be a w-minimizer. Let U be the neighbour-

hood from the definition of the w-minimizer and fix x ∈ U . Then f(x) − f(x0) /∈
− intC 6= ∅. By the well known Separation Theorem there exists ξx ∈ � n , ‖ξx‖ = 1,
such that 〈ξx, f(x)−f(x0)〉 > 0 and 〈ξx,−y〉 = −〈ξx, y〉 6 0 for all y ∈ C. The latter
inequality shows that ξx ∈ C ′ and the former shows that ϕ(x) > 〈ξx, f(x)−f(x0)〉 >
0 = ϕ(x0). Thus ϕ(x) > ϕ(x0), x ∈ U , and therefore, x0 is a minimizer of ϕ.
Let now x0 be a minimizer of ϕ. Choose a neighbourhood U of x0 such that

ϕ(x) > ϕ(x0), x ∈ U , and fix x ∈ U . Then there exists ξx ∈ C ′, ‖ξx‖ = 1, such
that ϕ(x) = 〈ξx, f(x)− f(x0)〉 > ϕ(x0) = 0 (here we use the compactness of the set
{ξ ∈ C ′ : ‖ξ‖ = 1}. From ξx ∈ C ′ it follows that 〈ξx,−y〉 < 0, y ∈ int C. Therefore,
f(x)− f(x0) /∈ − int C. Consequently, x0 is w-minimizer. �

We call x0 a strong e-minimizer if there is a neighbourhood U of x0 such that f(x)−
f(x0) /∈ −C for x ∈ U \ {x0}. Obviously, each strong e-minimizer is an e-minimizer.
The following characterization of the strong e-minimizers holds (the proof is omitted,
since it nearly repeats the reasoning from the proof of Proposition 1).

Proposition 2. A point x0 ∈ � m is a strong e-minimizer of f : � m → � n with
respect to a pointed closed convex cone C if and only if x0 is a strong minimizer of
the scalar function (6).

The p-minimizers admit the following characterization.

Proposition 3. A point x0 ∈ � m is a p-minimizer of f : � m → � n with respect
to a pointed closed convex cone C if and only if there exists a nontrivial closed convex
cone C̃ ′ such that C̃ ′ \ {0} ⊂ int C ′ and x0 is a minimizer of the scalar function

(7) ϕ̃(x) = max{〈ξ, f(x)− f(x0)〉 : ξ ∈ C̃ ′, ‖ξ‖ = 1}.

G '%+=+�: . Let us mention that in this case we put the positive polar of C̃ ′ for the
cone C̃ required in the definition of a p-minimizer, i.e., C̃ := (C̃ ′)′. Then, since C̃ ′ is
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a closed convex cone, it follows that C̃ ′ is the positive polar cone of C̃. Indeed, we
have C̃ ′ = ((C̃ ′)′)′ = (C̃)′. This observation justifies the consistency of the notation.
The inclusion C̃ ′ \ {0} ⊂ int C ′ is equivalent to C \ {0} ⊂ int C̃ and according to
Proposition 1 the point x0 is a w-minimizer of f with respect to C̃ if and only if x0 is
a minimizer of the function (7). �

Proposition 1 claims that the statement x0 is a w-minimizer of (5) is equivalent
to the statement x0 is a minimizer of the scalar function (6). Applying some first
or second-order sufficient optimality conditions to check the latter, we usually get
more, namely that x0 is an isolated minimizer of the first and second order of (6),
respectively. It is natural now to introduce the following concept of optimality for
the vector problem (5):

Definition 1. We say that x0 is an isolated minimizer of order k for a vector
function f if it is an isolated minimizer of order k for the scalar function (6).

To interpret geometrically the property that x0 is a minimizer for f of certain
type we introduce the so called oriented distance. Given a set A ⊂ Y := � n , then
the distance from y ∈ � n to A is given by d(y, A) = inf{‖a − y‖ : a ∈ A}. The
oriented distance from y to A is defined by D(y, A) = d(y, A) − d(y, Y \ A). Saying
oriented distance one may think of a generalization of the well-known oriented dis-
tance from a point to an oriented plane with a given normal (here we rather prefer
to relate this oriented distance to the half-space with a given outer normal). The
function D is introduced in Hiriart-Urruty [17], [18] and is used later in Ciligot-
Travain [7], Amahroq, Taa [3], Miglierina [25], Miglierina, Molho [26]. Zaffaroni [32]
gives different notions of efficiency and uses the function D for their scalarization and
comparison. Ginchev, Hoffmann [14] use the oriented distance to study approxima-
tion of set-valued functions by single-valued ones and in the case of a convex set A

show the representation D(y, A) = sup
‖ξ‖=1

( inf
a∈A

〈ξ, a〉 − 〈ξ, y〉). In particular, from this

representation, provided C is a convex cone and taking into account

inf
a∈C

〈ξ, a〉 =

{
0, ξ ∈ C ′,

−∞, ξ /∈ C ′,

we get easily

D(y, C) = sup
‖ξ‖=1, ξ∈C′

(−〈ξ, y〉), D(y,−C) = sup
‖ξ‖=1, ξ∈C′

(〈ξ, y〉).

In particular, putting y = f(x) − f(x0), we obtain a representation of the func-
tion (6) in terms of the oriented distance: ϕ(x) = D(f(x) − f(x0), −C). Now
Propositions 1–3 can be easily reformulated in terms of the oriented distance and
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in the new formulation they are geometrically more evident. With the assumptions
made there, we get the conclusions

x0 is a w-minimizer⇔ D(f(x)− f(x0),−C) > 0 for x ∈ U,

x0 is a strict e-minimizer⇔ D(f(x)− f(x0),−C) > 0 for x ∈ U \ {x0},
x0 is a p-minimizer⇔ D(f(x)− f(x0),−C̃) > 0 for x ∈ U.

The definition of the isolated minimizers gives

x0 is an isolated minimizer of order k ⇔ D(f(x)− f(x0),−C) > A‖x− x0‖k

for x ∈ U.

Now we see that the isolated minimizers (of a positive order) are strong e-minimizers.
The next proposition gives a relation between the p-minimizers and the isolated
minimizers of the first order (the proof can be found in [13]).

Proposition 4. Let f : � m → � n be locally Lipschitz at x0. If x0 is an isolated
minimizer of the first order, then x0 is a p-minimizer (with respect to the same
pointed closed convex cone C).

Let us note that the proposition fails to be true if we replace the property of x0

being an isolated minimizer of the first order by x0 being an isolated minimizer of
the second order. In fact, the property of x0 being an isolated minimizer of the
second order can be considered to be a generalization of the property of x0 being a
p-minimizer. Namely, isolated minimizers of the second order are related to strictly
efficient points.

Definition 2 (see [5]). A point x0 is said to be locally strictly efficient provided
there exists a neighborhood U of x0 such that for every ε > 0 there exists δ > 0 with

(f(x)− f(x0)) ∩ (δB − C) ⊆ εB, ∀x ∈ U.

We will refer to (locally) strictly efficient points as to s-minimizers of f . It is
known [33] that each p-minimizer is also an s-minimizer and each s-minimizer is
an e-minimizer. Hence, strictly efficient points form an intermediate class between
the efficient and properly efficient points. The following proposition can be found
in [8].
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Proposition 5. Let f be a continuous function. If x0 is an isolated minimizer of
the second order for f , then x0 is an s-minimizer.

Let C be a proper closed convex cone with int C 6= ∅. Then its positive polar C ′ is
a pointed closed convex cone. Recall that a set Ξ is a base for C ′ if Ξ is convex with
0 /∈ Ξ and C ′ = coneΞ := {y : y = λξ, λ > 0, ξ ∈ Ξ}. The fact that C ′ is pointed
closed convex and the finite dimensional setting imply that C ′ possesses a compact
base Ξ and

(8) 0 < α = min{‖ξ‖ : ξ ∈ Ξ} 6 max{‖ξ‖ : ξ ∈ Ξ} = β < +∞.

Further, let us assume that Ξ0 is a compact set such that Ξ = conv Ξ0. With help
of Ξ0 we define the function

(9) ϕ0(x) = max{〈ξ, f(x)− f(x0)〉 : ξ ∈ Ξ0}.

Proposition 6. Propositions 1–5 and Definition 1 remain true provided the func-
tion (6) (or equivalently the oriented distance D(f(x) − f(x0),−C)) is replaced by
the function (9).
G '%+=+�: . From (8) we get in a routine way the inequalities

αϕ(x) 6 ϕ0(x) 6 βϕ(x) if ϕ(x) > 0

and

βϕ(x) 6 ϕ0(x) 6 αϕ(x) if ϕ(x) < 0

whence we see that in Propositions 1–5 and Definition 1 the same properties are
possessed both by ϕ and ϕ0 (e.g. in Proposition 1 the point x0 is a w-minimizer iff
x0 is a minimizer of ϕ, which to due the shown inequalities is equivalent to x0 being
a minimizer of ϕ0). �

Corollary 1. In the important case C = � n
+ the function (6) can be replaced by

the maximum of the coordinates

(10) ϕ0(x) = max
16i6n

(fi(x)− fi(x0)).

G '%+=+�: . Clearly, C ′ = � n
+ has a base Ξ = conv Ξ0, where Ξ0 = {e1, . . . , en} are

the unit vectors on the coordinate axes. With this set we get immediately that the
function (9) is in fact (10). �
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More generally, the cone C is said to be polyhedral if C ′ = coneΞ0 with a finite
set of nonzero vectors Ξ0 = {ξ1, . . . , ξk}. In this case, similarly to Corollary 1, the
function (9) is the maximum of a finite number of functions

ϕ0(x) = max
16i6k

〈ξi, fi(x) − fi(x0)〉.

The reduction of the vector optimization problem to a scalar one allows to make
conclusions from the scalar case, which is demonstrated by the next example.
A B &(C>DFE6� 4. Consider the optimization problem (5) for

(11) f : � 2 → � 2 , f(x1, x2) = (−2x2
1 + x2, x2

1 − x2)

with respect to C = � 2
+ . Then the scalar function (10) for x0 = (0, 0) reduces to the

function ϕ from Example 1. Therefore, by virtue of Theorem 1 it can be established in
terms of Hadamard derivatives that x0 is not a minimizer (the second-order necessary
conditions are not satisfied). Similar second-order “necessary conditions” in Dini
derivatives are satisfied, but they do not imply that x0 is a minimizer.

This example is a source of some speculations. The function f in (11) possesses a
continuous second-order Fréchet derivative, but for x0 = (0, 0) the respective scalar
function ϕ in (1) is only C0,1 and consequently, it does not allow application of “more
smooth” optimality conditions, say the ones like those of Theorem 2. This observa-
tion shows that even a smooth vector optimization problem exhibits a nonsmooth
nature, that is, it suffers the nonsmooth effect of the corresponding scalar repre-
sentation. Further, in order to take advantage of the differentiability of the vector
function, it is better to formulate optimality conditions directly to the vector prob-
lem instead of to the scalar representation established in Proposition 1. The next
section is devoted to this task.

6. The vector problem

This section generalizes the second-order conditions from Section 4 from scalar to
vector optimization. The scalar experience suggests us to deal with Dini derivatives,
because of the inconsistency of the Hadamard ones. Although the literature on the
second-order theory in vector optimization is rather limited, lately there has been
growing interest in the subject, see e.g. Aghezzaf [1], Bolintenéanu, El Maghri [6],
Guerraggio, Luc [15], Liu, Neittaanmäki, Křížek [22]. Our main result is Theorem 5
which, for an unconstrained vector optimization problem, turns out to be an exten-
sion of Theorems 3.1 and 3.3 in [22]. We will devote a subsequent paper to the case
of a constrained problem.
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6.1 Optimality conditions in primal form
Saying that y ∈ � n , we accept that this point is y = (y1, . . . , yn). Similarly, a

point x ∈ � m is x = (x1, . . . , xm), a point ξ ∈ � n is ξ = (ξ1, . . . , ξn), and a function
f : � m → � n is f = (f1, . . . , fn).
We say that a vector function f is C1,1 if all of its components are C1,1. Equiva-

lently, f is C1,1 if it is Fréchet differentiable with locally Lipschitz derivative f ′.
Wishing, like in Theorem 2, to exploit Dini derivatives, we need first to define

them for a vector function f : � m → � n . We confine in fact to a C1,1 function f .
The first Dini derivative as in the scalar case is the usual directional derivative

f ′D(x, u) = lim
t→0+

1
t
(f(x + tu)− f(x)) = f ′(x0)u.

The second derivative f ′′D(x0, u) was introduced in [22] and is defined as the set of
the cluster points of (2/t2)(f(x0 + tu)− f(x0)− tf ′(x0)u) when t → 0+, or in other
words as the Kuratowski upper limit set

f ′′D(x0, u) = Limsup
t→0+

2
t2

(f(x0 + tu)− f(x0)− tf ′(x0)u).

This definition is convenient for the vector case, but differs from the definition of the
second-order Dini derivative in the scalar case, which was commented in Remark 2.
The next theorem gives second-order necessary conditions for the vector optimiza-

tion problem (5).

Theorem 4. Assume that f : � m → � n is a C1,1 function minimized with respect
to a pointed closed convex cone C with int C 6= ∅.
( ���! "�$#%#%&(' ) *,+.-0/2143516+.-7# ) Let x0 be a w-minimizer of f . Then for each

u ∈ S the following two conditions are satisfied:

f ′(x0)u /∈ − intC,(N′
p)

if f ′(x0)u ∈ −(C \ int C) then conv{y, im f ′(x0)} ∩ (− int C) = ∅(N′′
p)

for all y ∈ f ′′D(x0, u).

The notions, such as directional derivatives, stated straight in terms of the image
space � n , are called primal. The subscript p in N′

p and N′′
p refers to conditions

(necessary of the first and second order, respectively) stated in primal concepts.
We confine ourselves here only to necessary conditions. In the next subsection we
formulate necessary conditions and sufficient conditions in dual concepts, such as the
elements of the positive polar cone. We call here dual the concepts stated in terms
of the dual space to the image space � n .
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G '%+=+�: . We prove first N′
p. Since x0 is a w-minimizer, we have t−1(f(x0 +

tu)− f(x0)) /∈ − intC for 0 < t sufficiently small, whence passing to a limit we get
f ′(x0)u /∈ − int C.
Now we prove N′′

p . Assume on the contrary that for some u ∈ S we have f ′(x0)u ∈
−(C \ int C) and there exists y(u) ∈ f ′′D(x0, u) such that

(12) conv{y(u), im f ′(x0)} ∩ (− int C) 6= ∅.

According to the definition of f ′′D(x0, u), there exists a sequence tk → 0+ such that
lim

k
yk(u) = y(u), where for v ∈ � m we put

yk(v) =
2
t2k

(f(x0 + tkv)− f(x0)− tkf ′(x0)v).

Condition (12) shows that there exist w ∈ � m and λ̄ ∈ (0, 1) such that

(1− λ̄)y(u) + λ̄f ′(x0)w ∈ − intC.

Let vk → u. For k “large enough” we have, as in Lemma 2 below, that

‖yk(vk)− yk(u)‖ 6 L(‖u‖+ ‖vk‖)‖vk − u‖,

and hence,

‖yk(vk)− y(u)‖ 6 ‖yk(vk)− yk(u)‖+ ‖yk(u)− y(u)‖
6 L(‖u‖+ ‖vk‖)‖vk − u‖+ ‖yk(u)− y(u)‖ → 0

as k → +∞ (here L denotes a Lipschitz constant for f ′).
For k = 1, 2, . . ., let vk be such that w = 2(1− λ̄)(tkλ̄)−1(vk − u), i.e. vk =

u + 1
2 λ̄(1− λ̄)−1

tkw and hence, vk → u. For every k we have

f(x0 + tkvk)− f(x0)

= tkf ′(x0)u + tkf ′(x0)(vk − u) +
1
2
t2ky(u) + o(t2k)

= tkf ′(x0)u +
1

2(1− λ̄)
t2k

(
(1− λ̄)y(u) +

2(1− λ̄)
tk

f ′(x0)(vk − u)
)

+ o(t2k)

= tkf ′(x0)u +
1

2(1− λ̄)
t2k

(
(1− λ̄)y(u) + λ̄f ′(x0)

(2(1− λ̄)
tkλ̄

(vk − u)
))

+ o(t2k)

= tkf ′(x0)u +
1

2(1− λ̄)
t2k((1− λ̄)y(u) + λ̄f ′(x0)w) + o(t2k) ∈ −C − int C + o(t2k).

For k large enough, the last set in the previous chain of relations is contained in
− intC and this contradicts the fact that x0 is a w-minimizer. �

22



Now we apply Theorem 4 to Example 4. We minimize the C2 vector function
f(x) = (−2x2

1 + x2, x
2
1 − x2) with respect to the cone � 2

+ . Simple calculations
give f ′(x)u = (−4x1u1 + u2, 2x1u1 − u2), f ′′D(x, u) = f ′′(x)(u, u) = (−4u2

1, 2u2
1).

If x1 6= 0 then im f ′(x) = � 2 and condition N′
p is not satisfied. Therefore, only

the points x0 = (0, x0
2), x0

2 ∈ � , could possibly be w-minimizers. On each such
point im f ′(x0) = {x : x1 + x2 = 0} and condition N′

p is satisfied. Further, f
′(x0) =

(u2,−u2) ∈ −(C \ int C) if and only if u2 = 0. Then u = (u1, 0) ∈ S implies u1 = ±1.
In each of these cases f ′′(x0)(u, u) = (−4, 2). Now (3,−3) ∈ im f ′(x0) (instead
of (3,−3) we can use any point from im f ′(x0) \ {0}) and 1

2 (−4, 2) + 1
2 (3,−3) =

(− 1
2 ,− 1

2 ) ∈ − intC. Therefore, condition N′′
p is not satisfied. Consequently, on the

basis of Theorem 4 we conclude that the function in Example 4 does not possess
w-minimizers.

6.2. Optimality conditions in dual form: Lagrange multipliers
In this subsection we establish necessary optimality conditions and sufficient op-

timality conditions in dual terms, that is in terms of vectors from the dual space,
which as usually are called Lagrange multipliers. Further, the subscript d in, say,
N′

d, stands for dual. The next theorem is our main result.

Theorem 5. Assume that f : � m → � n is a C1,1 function minimized with respect
to a pointed closed convex cone C with int C 6= ∅ and let ∆(x) = {ξ ∈ � n : ξf ′(x) =
0, ‖ξ‖ = 1}.
( ���! "�$#%#%&(' ) *,+.-0/2143516+.-7# ) Let x0 be a w-minimizer of f . Then for each

u ∈ S the following two conditions are satisfied:

∆(x0) ∩ C ′ 6= ∅,(N′
d)

if f ′(x0)u ∈ −(C \ int C) then min
y∈f ′′

D(x0,u)
max{〈ξ, y〉 : ξ ∈ C ′ ∩∆(x0)} > 0.(N′′

d)

( 8 9 :;:;1� "16�<-=3N*,+.-0/2143516+.-7# ) Let x0 ∈ � m and let condition N′
d hold. Suppose

further that for each u ∈ S one of the following two conditions is satisfied:

f ′(x0)u /∈ −C,(S′d)

f ′(x0)u ∈ −(C \ int C) and min
y∈f ′′

D(x0,u)
max{〈ξ, y〉 : ξ ∈ C ′ ∩∆(x0)} > 0.(S′′d)

Then x0 is an isolated minimizer of the second order for f .
These conditions are not only sufficient, but also necessary for x0 to be an isolated

minimizer of the second order for f .
G '%+=+�: of the Necessary Conditions. Since N′

p holds, the linear subspace of � n ,
im f ′(x0), does not intersects − intC.
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According to the Separation Theorem, there exists a nonzero vector (ξ, α) ∈ � n× �
such that 〈ξ, f ′(x0)u〉 > α for u ∈ � m and 〈ξ, y〉 6 α for y ∈ −C. Since both
im f ′(x0) and −C are cones, we get easily α = 0 and hence, ξ 6= 0. Now the second
inequality gives ξ ∈ C ′. Further, 〈ξ, f ′(x0)〉 = 0, since

0 6 〈ξ, f ′(x0)(−u)〉 = −〈ξ, f ′(x0)u〉 6 0 for all u ∈ � m ,

which holds only if 〈ξ, f ′(x0)u〉 = 0. Since we can assume ‖ξ‖ = 1, we see that
ξ ∈ ∆(x0) ∩ C ′, i.e. ∆(x0) ∩ C ′ 6= ∅.
Denote by ∆+(x0) the set of all ξ ∈ � n , ‖ξ‖ = 1, such that 〈ξ, f ′(x0)u〉 > 0 for all

u ∈ � m and 〈ξ, y〉 6 0 for all y ∈ −C. We have shown that ∆+(x0) = ∆(x0)∩C ′ and
if x0 is a w-minimizer, then ∆+(x0) 6= ∅. The notation ∆+(x0) instead of ∆(x0)∩C ′

points out the underlying separation property.

We prove now the necessity of Condition N′′
d . Let u ∈ S be such that f ′(x0)u ∈

−(C\int C) and y ∈ f ′′D(x0, u). We must show thatmax{〈ξ, y〉 : ξ ∈ ∆(x0) ∩ C ′} > 0.
According to Theorem 4, the set A = conv{y, im f ′(x0)} is separated from −C.
Therefore, like in the proof of N′

d, there exists a vector ξy ∈ � n , ‖ξy‖ = 1, such that

〈ξy , y〉 > 0 for y ∈ im f ′(x0), 〈ξy , y〉 > 0,(13)

〈ξy , y〉 6 0 for y ∈ −C.(14)

The first inequality in (13) and inequality (14) show that ξy ∈ ∆(x0) ∩ C ′, whence

max{〈ξ, y〉 : ξ ∈ ∆(x0) ∩ C ′} > 〈ξy, y〉 > 0.

�

Further, we set Γ = {ξ ∈ C ′ : ‖ξ‖ = 1}, which is a compact set as the intersection
of the closed cone C ′ with the unit sphere. Therefore, the maximum D(y,−C) =
max{〈ξ, y〉 : ξ ∈ Γ}, y ∈ � n , is attained. In Section 5 we calledD(y,−C) the oriented
distance from y to −C. In particular, D(f ′(x0)u,−C) = max{〈ξ, f ′(x0)u〉 : ξ ∈ Γ}
is the oriented distance from f ′(x0)u to −C, which appears in conditions N′

d and
S′d. Condition N′

d can be written as D(f ′(x0)u,−C) > 0, which is equivalent to
f ′(x0)u /∈ − int C. We can write the condition f ′(x0)u ∈ −(C\int C) appearing in N′′

d

and S′′d also into the dual form D(f ′(x0)u,−C) = 0 or max{〈ξ, f ′(x0)u〉 : ξ ∈ Γ} = 0.
To prove the sufficient conditions in Theorem 5 we need some lemmas. The first

generalizes Lemma 1 to vector functions.
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Lemma 2. Let f : � m → � n be a C1,1 function. Let f ′ be Lipschitz with a
constant L in x0 + r clB, where x0 ∈ � m and r > 0. Then for u, v ∈ � m and
0 < t < min(r/‖u‖, r/‖v‖) we have

∥∥∥ 2
t2

(f(x0 + tv)− f(x0)− tf ′(x0)v)− 2
t2

(f(x0 + tu)− f(x0)− tf ′(x0)u)
∥∥∥

6 L(‖u‖+ ‖v‖)‖v − u‖.

In particular, for v = 0 we get

∥∥∥ 2
t2

(f(x0 + tu)− f(x0)− tf ′(x0)u)
∥∥∥ 6 L‖u‖2.

We skip the proof, since with obvious changes of notation it repeats the proof of
Lemma 1. Let us mention that the function defined by ϕ(x) = 〈ξ, f(x)〉 satisfies the
conditions of Lemma 1, whence it satisfies the estimates obtained there. We use this
function in the proof of sufficiency. The next lemma gives some of the properties of
the Dini derivative.

Lemma 3. Let f : � m → � n be as in Lemma 2. Then sup
y∈f ′′

D(x0,u)

‖y‖ 6 L‖u‖2

and hence, for all u ∈ � m , the set f ′′D(x0, u) is compact. For each yu ∈ f ′′D(x0, u),
u ∈ � m , there exists a point yv ∈ f ′′D(x0, v), v ∈ � m , such that

‖yu − yv‖ 6 L(‖u‖+ ‖v‖)‖v − u‖.

Consequently, the set-valued function f ′′D(x0, ·) is locally Lipschitz (and hence con-
tinuous) with respect to the Hausdorff distance in � n .
G '%+=+�: . The inequality sup

y∈f ′′
D(x0,u)

‖y‖ 6 L‖u‖2 follows from the estimate in

Lemma 2. The closedness of f ′′D(x0, u) is a direct consequence of its definition,
whence f ′′D(x0, u) is compact. The remaining assertions also follow straightforward
from Lemma 2. �
G '%+=+�: of the sufficient conditions. We prove that if x0 is not an isolated

minimizer of the second order for f , then there exists u0 ∈ S for which neither of
the conditions S′d and S′′d is satisfied.
Choose a monotone decreasing sequence εk → 0+. Since x0 is not an isolated

minimizer of the second order, there exist sequences tk → 0+ and uk ∈ S such that

(15) D(f(x0 + tkuk)− f(x0),−C) = max
ξ∈Γ

〈ξ, f(x0 + tkuk)− f(x0)〉 < εkt2k.

Passing to a subsequence, we may assume uk → u0.
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We prove that S′d is not satisfied at u0. Let ε > 0. We claim that there exists k0

such that for all ξ ∈ Γ and all k > k0 the following inequalities hold:

〈
ξ,

1
tk

(f(x0 + tkuk)− f(x0))
〉

<
1
3
ε,(16)

〈
ξ, f ′(x0)uk − 1

tk
(f(x0 + tkuk)− f(x0))

〉
<

1
3
ε,(17)

〈ξ, f ′(x0)(u0 − uk)〉 <
1
3
ε.(18)

Inequality (16) follows from (15). Inequality (17) follows from the Fréchet differen-
tiability of f :

〈
ξ, f ′(x0)uk − 1

tk
(f(x0 + tkuk)− f(x0))

〉

6
∥∥∥ 1

tk
(f(x0 + tkuk)− f(x0))− f ′(x0)uk

∥∥∥ <
1
3
ε,

which is true for all sufficiently small tk. Inequality (18) follows from

〈ξ, f ′(x0)(u0 − uk)〉 6 ‖f ′(x0)‖ ‖u0 − uk‖ <
1
3
ε,

which is true for ‖uk−u0‖ “small enough”. Now we see that for arbitrary ξ ∈ Γ and
k > k0 we have

〈ξ, f ′(x0)u0〉 =
〈
ξ,

1
tk

(f(x0 + tkuk)− f(x0))
〉

+
〈
ξ, f ′(x0)uk − 1

tk
(f(x0 + tkuk)− f(x0))

〉
+ 〈ξ, f ′(x0)(u0 − uk)〉

<
1
3
ε +

1
3
ε +

1
3
ε = ε,

whence D(f ′(x0)u0,−C) = max
ξ∈Γ

〈ξ, f ′(x0)u0〉 < ε. Since ε > 0 is arbitrary, we see

that D(f ′(x0)u0,−C) 6 0. The geometrical meaning of the proved inequality is
f ′(x0)u0 ∈ −C. Thus, condition S′d is not satisfied.
Now we prove that S′′d is not satisfied at u

0. We assume that f ′(x0)u0 ∈ −(C\int C)
(otherwise the first assertion in condition S′′d would not be satisfied).
Recall that the sequences {tk} and {uk} are such that tk → 0+, uk → u0, uk ∈ S,

and inequality (15) holds. We have

lim
k

1
tk

(f(x0 + tkuk)− f(x0)) = f ′(x0)u0,
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which follows easily from the Fréchet differentiability of f and the following chain of
inequalities, true for arbitrary ε > 0 and sufficiently large k:

∥∥∥ 1
tk

(f(x0 + tkuk)− f(x0))− f ′(x0)u0
∥∥∥

6
∥∥∥ 1

tk
(f(x0 + tkuk)− f(x0))− f ′(x0)uk

∥∥∥ + ‖f ′(x0)‖ ‖uk − u0‖

6 1
2
ε +

1
2
ε = ε.

Let 0 < tk < r, where r > 0 is such that f ′ is Lipschitz with a constant L in
x0 + r cl B. Passing to a subsequence, we may assume that

yk,0 =
2
t2k

(f(x0 + tku0)− f(x0)− tkf ′(x0)u0) → y0.

Obviously, y0 ∈ f ′′D(x0, u0) according to the definition of the second-order Dini
derivative. Put

yk =
2
t2k

(f(x0 + tkuk)− f(x0)− tkf ′(x0)uk).

Lemma 2 implies ‖yk − yk,0‖ 6 L(‖u0‖ + ‖uk‖)‖uk − u0‖, whence yk → y0. Let
ξ̄ ∈ ∆(x0) ∩ C ′. We have

〈ξ̄, yk〉 =
2
t2k
〈ξ̄, f(x0 + tkuk)− f(x0)− tkf ′(x0)uk〉 =

2
t2k
〈ξ̄, f(x0 + tkuk)− f(x0)〉

6 2
t2k

max
ξ∈Γ

〈ξ, f(x0 + tkuk)− f(x0)〉 =
2
t2k

D(f(x0 + tkuk)− f(x0),−C)

<
2
t2k

εkt2k = 2εk.

Passing to the limit, we get 〈ξ̄, y0〉 6 0. Since y0 ∈ f ′′D(x0, u0) and ξ̄ ∈ ∆(x0) ∩ C ′ is
arbitrary, we get

min
y∈f ′′

D(x0,u0)
max{〈ξ, y〉 : ξ ∈ C ′′∆(x0)} 6 0.

Therefore, condition S′′d is not satisfied at u0.
O�P �K'%� Q �R'S#%&(E�+(:�3 P �T# 9 :�:�1� "16�R-23U "+�-0/@143%16+.-0# . Let x0 be an isolated

minimizer of the second order, which means that there exist r > 0 and A > 0 such
that

D(f(x0 + tu)− f(x0),−C) > At2 for all 0 < t < r and u ∈ S.
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Since x0 is also a w-minimizer, one and only one of conditions N′
p and the first part of

condition S′′d can hold for a given vector u ∈ � n . Suppose that N′
p and consequently

S′d does not hold. Hence f ′(x0)u ∈ −(C \ int C). Let tk → 0+ be a sequence such
that

2
t2k

(
f(x0 + tku)− f(x0)− tkf ′(x0)u

)
→ y0 ∈ f ′′D(x0, u)

and let w ∈ � m be chosen arbitrarily. We have

(19) D
(
f(x0 + tku + t2kw)− f(x0),−C

)
> A‖tku + t2kw‖2

and therefore

D(f(x0 + tku + t2kw) − f(x0)− tkf ′(x0)u,−C)

> D(f(x0 + tku + t2kw)− f(x0),−C) > A‖tku + t2kw‖2.

Further we get

2
t2k

(f(x0 + tku + t2kw)− f(x0)− tkf ′(x0)u)

=
2
t2k

(f(x0 + tk(u + tkw))− f(x0)− tkf ′(x0)(u + tkw) + t2kf ′(x0)w).

Since f ∈ C1,1, on the base of Lemma 2 we see that

2
t2k

(f(x0 + tk(u + tkw)) − f(x0)− tkf ′(x0)(u + tkw)) → y0

and passing to the limit we obtain

2
t2k

(f(x0 + tku + t2kw) − f(x0)− tkf ′(x0)u) → y0 + f ′(x0)w.

From (19) we get D(y0 + f ′(x0)w,−C) > A‖u‖2 > 0, and since w is arbitrary,

inf
w∈ V m

D(y0) + f ′(x0)w,−C) = D(y0 + im f ′(x0),−C) > 2A‖u‖2.

This implies 0 /∈ cl(y0 + im f ′(x0) + C). Since −C and y0 + im f ′(x0) are convex
sets, according to Theorem 11.4 in [28] the last inclusion amounts to say that these
two sets are strongly separated, i.e. there exists a vector ξ ∈ � n such that

inf{〈ξ, y〉 : y ∈ y0 + im f ′(x0)} > sup{〈ξ, y〉 : y ∈ −C}.
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Let β = sup{〈ξ, y〉 : y ∈ −C}. Since −C is a cone, we have 〈ξ, λy〉 6 β, for all
y ∈ −C, for all λ > 0. This implies β > 0 and 〈ξ, y〉 6 0 for every y ∈ −C.
Hence β = 0 and ξ ∈ C ′. Further, from inf{〈ξ, y〉 : y ∈ y0 + im f ′(x0)} > 0, we
get easily ξf ′(x0) = 0. Indeed, otherwise we would find a vector w ∈ � m such that
〈ξ, f ′(x0)w〉 < 0 and hence we would have

〈ξ, y0 + λf ′(x0)w〉 > 0, ∀λ > 0,

but this is impossible, since the left-hand side tends to −∞ as λ → +∞. This
completes the proof. �

Theorems 3.1 and 3.3 in Liu, Neittaanmäki, Křížek [22] are of the same type
as Theorem 5. The latter is however more general and has several advantages.
Theorem 5 contrary to [22] concerns arbitrary and not only polyhedral cones C. In
Theorem 5 the conclusion in the sufficient conditions part is that x0 is an isolated
minimizer of the second order while the conclusion in [22] is only that the reference
point is an e-minimizer. The property of being an isolated minimizer is more essential
for the solution of the vector optimization problem than the property of being an
e-minimizer (efficient point). The isolated minimizers are s-minimizers and for such
points stability (well-posedness) takes place, that is a small (with respect to the
sup norm) perturbation of the objective function results in a small move of the
minimizer (compare with Auslender [4]). Finally, in Theorem 5 we give a reversal of
the sufficient conditions, showing that they are also necessary for the reference point
to be an isolated minimizer of the second order, while in [22] a reversal is absent.

Corollary 2. In the case n = 1 Theorem 5 obviously transforms into Theorem 2.

In the previous section we treated Example 4 with help of Theorem 4. Now we
demonstrate the solution of the same problem with help of Theorem 5. The function
f(x) = (−2x2

1 + x2, x
2
1 − x2) is optimized with respect to C = � 2

+ . If

〈ξ, f ′(x0)u〉 = ξ1(−4x1u1+u2)+ξ2(2x1u1−u2) = 2x1(−2ξ1 +ξ2)u1 +(ξ1−ξ2)u2 = 0

for arbitrary u1, u2, then ξ1 = ξ2 and x1 = 0. The latter shows that x0 = (0, x0
2) are

the only points for which condition N′
d could be satisfied, and then ξ1 = ξ2 = 1/

√
2.

Then f ′(x0)u = (u2,−u2) ∈ −C iff u2 = 0, whence u = (u1, 0) = (±1, 0). Now
f ′′D(x0, u) = f ′′(x0)(u, u) = (−4u2

1, 2u2
1) = (−4, 2) and

min
y∈f ′′

D(x0,u0)
max{〈ξ, y〉 : ξ ∈ C ′ ∩∆(x0)} = −4ξ1 + 2ξ2 =

−4 + 2√
2

= −
√

2 < 0.

Therefore, for x0 = (0, x0
2) and u = (±1, 0) we have f ′(x0)u ∈ −(C \ int C) but

condition N′′
d is not satisfied. On this basis we conclude that f does not possess

w-minimizers.
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A B &(C>DFE6� 5. The function

f : � → � 2 , f(x) =

{
(−2x2, x2), x > 0,

(x2,−2x2), x < 0,

is C1,1. If f is optimized with respect to the cone C = � 2
+ , then x0 = 0 is an isolated

minimizer of the second order, which can be verified on the basis of the sufficient
conditions of Theorem 5.

Indeed, f is C1,1, which follows from

f ′(x) =





(−4x, 2x), x > 0,

(0, 0), x = 0,

(2x,−4x), x < 0.

At x0 = 0 condition N′
d is satisfied, since for all ξ ∈ � 2 we have 〈ξ, f ′(x0)u〉 = 0,

u ∈ � , whence

∆(x0) ∩ C ′ = {ξ ∈ C ′ : ‖ξ‖ = 1} = {ξ ∈ � 2 : ξ1 > 0, ξ2 > 0, ξ2
1 + ξ2

2 = 1}.

Fix u ∈ S = {−1, 1}; then f ′(x0)u = (0, 0) ∈ −(C \ int C). The second-order Dini
derivative is

f ′′D(x0, u) =

{
(−4u2, u2), u > 0,

(2u2,−4u2), u < 0.

For u = 1 we get

min
y∈f ′′

D(x0,u)
max{〈ξ, y〉 : ξ ∈ C ′ ∩∆(x0)}

= max{−4ξ1 + 2ξ2 : ξ1 > 0, ξ2 > 0, ξ2
1 + ξ2

2 = 1} = 2 > 0,

which verifies condition S′′d . Similarly, S
′′
d is satisfied also for u = −1.

Obviously, Theorem 5 remains true if ∆(x) is replaced by {ξ ∈ � n : ξf ′(x) =
0, ξ ∈ Ξ}, where Ξ is a compact base of C ′. The particular case of C = � n

+ and
Ξ = conv{ξ1, . . . ξn}, where ξi

j = 1 for i = j and ξi
j = 0 for i 6= j, gives a proof of the

following Corollary 3 and answers affirmatively the conjecture formulated in [12].
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Corollary 3. Let f : � m → � n be a C1,1 function minimized with respect to the
cone C = � n

+ .

( ���! "�$#%#%&(' ) *?+�-0/2143516+.-7# ) Let x0 be a w-minimizer of f . Then:

a) The set D ⊂ � n consisting of all ξ such that ξ ∈ � n
+ ,

n∑
j=1

ξj = 1 and ξf ′(x0) = 0,

is nonempty.

b) For each u ∈ S such that f ′(x0)u ∈ −( � n
+ \ int � n

+ ) we have

inf
y∈f ′′

D(x0,u)
sup
ξ∈D

〈ξ, y〉 > 0.

( 8 9 :;:;1� "16�<-=3U*,+.-0/2143516+.-7# ) Assume that for x0 ∈ � m the Necessary Condi-
tion a) holds. Suppose further that for each u ∈ S one of the following two conditions
is satisfied:

c) max
16i6n

(f ′(x0)u)i > 0 (here the subscript i stands for the ith coordinate),

d) max
16i6n

(f ′(x0)u)i = 0 and inf
y∈f ′′

D(x0,u)
sup
ξ∈D

〈ξ, y〉 > 0.

Then x0 is an isolated minimizer of the second order for f .

These conditions are not only sufficient, but also necessary for x0 to be an isolated
minimizer of the second order for f .

As in the scalar case, if a vector function f is C2, then it is also C1,1. However,
if f is only twice differentiable at x0, it need not be C1,1. For a scalar function, it
was shown that the second-order optimality conditions of Theorem 2 hold also under
the hypotheses of twice differentiability at x0. Also in the vector case, when f is
twice differentiable at x0, one can prove conditions analogous to those of Theorem 5,
observing that f ′′D(x, u) = f ′′(x)(u, u) where f ′′(x) is the Hessian of f .

7. Comparison results

The next Theorem 6 is from Guerraggio, Luc [15] (see [15, Theorems 5.1 and 5.2]).
It generalizes Theorem 3 to the vector case and gives second-order optimality con-
ditions for C1,1 vector functions in terms of the Clarke second-order subdifferential,
defined as follows. Since f ′ is Lipschitz, according to Rademacher’s Theorem, the
Hessian f ′′ exists almost everywhere. Then the second-order subdifferential of f

at x0 is defined by

∂2f(x0) = cl conv{lim f ′′(xi) : xi → x0, f ′′(xi) exists}.
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Theorem 6. Let f : � m → � n be a C1,1 function minimized with respect to the
closed pointed convex cone C with int C 6= ∅.
( ���! "�$#%#%&(' ) *?+�-0/2143516+.-7# ) Assume that x0 is a w-minimizer of f . Then the

following conditions hold for each u ∈ S:
a) ξf ′(x0) = 0 for some ξ ∈ C ′ \ {0},
b) if f ′(x0)(u) ∈ −(C \ int C) then ∂2f(x0)(u, u) ∩ (− int C)c 6= ∅.
( 8 9 :;:;1� "16�<-=3N*,+.-0/2143516+.-7# ) Assume that for each u ∈ S either of the following

two conditions is satisfied:
c) ξf ′(x0) = 0 for some ξ ∈ int C ′,
d) if u ∈ ker f ′(x0) then ∂2f(x0)(u, u) ⊂ int C.
Then x0 is an e-minimizer for f .

In order to compare the necessary conditions of Theorem 6 and Theorem 5 we
observe that Theorem 6 does not work with Example 4. We check that the necessary
conditions of Theorem 6 are satisfied at x0 = (0, 0) and therefore, on this basis the
suspicion that x0 is a w-minimizer cannot be rejected (in the previous section we
have shown that this is not the case when dealing with Theorem 5). Indeed, for the
function f(x1, x2) = (−2x2

1 + x2, x2
1 − x2) we have

f ′(x) =
[−4x1 1

2x1 −1

]
, f ′′1 (x) =

[−4 0
0 0

]
, f ′′2 (x) =

[
2 0
0 0

]
.

For x0 = (0, 0) we have

ξf ′(x0)u = 〈ξ, f ′(x0)u〉 = (ξ1 − ξ2)u2 ≡ 0 ⇔ ξ1 − ξ2 = 0

and condition a) holds for, say, ξ = (1, 1). We have f ′′(x0)u = (u2,−u2) ∈ −(C \
int C) only if u2 = 0. For u = (u1, u2) with u2 = 0 we have ∂2f(x0)(u, u) =
(−4u2

1, 2u2
1) /∈ − intC.

In order to compare the sufficient conditions of Theorem 6 and Theorem 5 we
observe that Theorem 6 does not work with Example 5. We check that the sufficient
conditions of Theorem 6 are not satisfied at x0 = 0 and therefore, on this basis it
does not follow that x0 is an e-minimizer (in the previous section we have shown
that Theorem 5 implies that x0 is an isolated minimizer of the second order, hence
an e-minimizer). We have ξf ′(x0) = 0 for all ξ ∈ � 2 , hence, condition c) is satisfied.
The second-order subdifferential at x0 is the segment ∂2f(x0) = [(−4, 2), (2, 4)].
Although u ∈ ker f ′(x0) for all u ∈ � \ {0}, it is not true that ∂2f(x0)(u, u) =
[(−4u2, 2u2), (2u2, 4u2)] ⊂ int C (even more, ∂2f(x0)(u, u) does not intersect C =
� 2

+ ).
The foundations of the Lagrange multipliers technique and a unified approach to

programming, calculus of variations and optimal control are presented in Alexeev,
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Tikhomirov, Fomin [2]. Bolintenéanu, El Maghri [6] generalized some second-order
conditions from [2] to vector optimization. Their results concern constrained prob-
lems in Banach spaces. For the sake of comparison in Theorem 7 we restrict these
results (see Bolintenéanu, El Maghri [6, Theorems 3.1 and 4.2]) to unconstrained
problems in finite dimensional spaces. We list first some assumptions and notation.
The optimization problem (5) minimized with respect to C = � n

+ is considered
with a twice Fréchet differentiable vector function f : � m → � n . The Lagrangian of
this problem is given by

L : � m × � n → � , L(x, ξ) = 〈ξ, f(x)〉.

It is assumed that there is no point x0 such that x0 is a minimizer for all fj ,
j = 1, . . . , n (we call it assumption “H”). This assumption has some technical con-
sequences, namely if x0 is a w-minimizer, then

Kw(x0) 6= ∅ and 1 6 |J | < n for all J ∈ Kw(x0).

The respective definitions are the following:
Jw(x0) is the set of all J ⊂ {1, 2, . . . , n} such that in any neighbourhood U of x0

there exists a point xJ ∈ U such that fJ(xJ ) − fJ(x0) ∈ − int � |J|+ . Here fJ =
(fj)j∈J is the restriction of f to those indices which belong to J and |J | denotes the
cardinality of J . Further,

Kw(x0) = arg min
J∈Jw(x0)

|J |.

In Theorem 7 below, condition b) involves the constraint qualification (CQ)2w.
We say that x0 verifies (CQ)2w with respect to ξ0 ∈ Ωw(J, k) if the operator
(f ′K+

(x0),−1K+) ∈ L( � m× � , � |K+ |) is surjective. HereK+ = {j ∈ J∪{k} : ξ0
j > 0},

1K+ = (1, 1, . . . , 1) ∈ � |K+ | and L( � m × � , � |K+ |) is the space of the linear operators
from � m × � into � |K+ |.

Theorem 7. Let f : � m → � n be of class C2, minimized with respect to C = � n
+ ,

and let assumption “H” hold.
( ���! "�$#%#%&(' ) *?+�-0/@143%16+.-0# ) Assume that x0 is a w-minimizer and choose ar-

bitrarily J ⊂ Kw(x0) and k ∈ {1, . . . , n}. Then there exist Lagrange multipliers

ξ0 ∈ Ωw(J, k) :=
{

ξ ∈ C ′ :
∑

j∈J∪{k}
ξj = 1 and ξj = 0 for j /∈ J ∪ {k}

}
,

such that
a) L′

x(x0, ξ0) = 0.
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b) Assume x0 verifies (CQ)2w with respect to ξ0 ∈ Ωw(J, k) and condition a) is
fulfilled. Then

L′′
xx(x0, ξ0)(u, u) > 0 for all u ∈ ker f ′J∪{k}(x

0).

( 8 9 :;:;1� "16�<-=3K*,+.-7/@143516+�-0# ) Let x0 ∈ � m . Suppose that there exists ξ0 ∈
C ′ \ {0} such that
c) L′

x(x0, ξ0) = 0,
d) L′′

xx(x0, ξ0)(u, u) > 0 for all u 6= 0.
Then x0 is a w-minimizer.

We apply Theorem 7 to Example 4. In that case f(x) = (−2x2
1 + x2, x

2
1 − x2).

The Lagrange function is

L(x, ξ) = (−2ξ1 + ξ2)x2
1 + (ξ1 − ξ2)x2.

The Jacobian L′
x(x, ξ) is given by

∂

∂x1
L(x̂, ξ̂) = (−4ξ1 + 2ξ2)x1,

∂

∂x2
L(x̂, ξ̂) = ξ1 − ξ2.

Therefore, the pairs (x0, ξ0) satisfying condition a) are given by x0
1 = 0, ξ0

1 = ξ0
2 =

1/2.
For the Hessian L′′

xx(x0, ξ0) we have

L′′
xx(x0, ξ0) =

(−4ξ1 + 2ξ2 0
0 0

)

and L′′
xx(x, ξ)(u, u) = (−4ξ1 + 2ξ2)u2

1. Further, f
′(x)u = (−4x1u1 + u2, 2x1u1 − u2).

Therefore, for the distinguished pairs (x0, ξ0) and for u 6= 0 we have f ′(x0)u =
(u2,−u2) = 0 iff u2 = 0, u1 6= 0. In this case, however, L′′

xx(x0, ξ0)(u, u) = −2ξ0
1u2

1 <

0. Therefore, condition b) is not satisfied and consequently x0 is not a w-minimizer.
We have shown that in principle Theorem 7 can reject the suspicion that the

function in Example 4 has w-minimizers. From the practical point of view the check
of some of the conditions may cause difficulties (in this example we have omitted the
details). Provided that assumption “H” is satisfied, one has to check separately that
this is the case. At last, generalizing results from scalar to vector optimization, one
would rather try to avoid constraint qualifications on the objective function, since
they are usually absent in the scalar case.
Obviously, if a minimizer x0 can be recognized on the basis of the sufficient con-

ditions of Theorem 7, then x0 is necessarily a solution of the linearly scalarized
problem

(20) ϕ(x) = 〈ξ0, f(x)〉 → min, ξ0 ∈ C ′ \ {0}.
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Each solution of the linearly scalarized problem is a w-minimizer. The converse is
true for C-convex functions (see Luc [23]), but in general these concepts are different.
Theorem 5 in contrast to Theorem 7 allows on the one hand to treat C1,1 problems
which are more general than C2 ones, on the other hand, as is seen from Example 5, it
recognizes minimizers which are no solutions of any linearly scalarized problem (20).
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http://eco.uninsubria.it/dipeco/Quaderni/files/QF2002 32.pdf.

[13] I. Ginchev, A. Guerraggio, M. Rocca: First-order conditions for C0,1 constrained vector
optimization. In: Variational Analysis and Applications (F. Giannessi, A. Maugeri,
eds.). Springer-Verlag, New York, 2005, pp. 427–450.

[14] I. Ginchev, A. Hoffmann: Approximation of set-valued functions by single-valued one.
Discuss. Math., Differ. Incl., Control Optim. 22 (2002), 33–66.

[15] A. Guerraggio, D.T. Luc: Optimality conditions for C1,1 vector optimization problems.
J. Optimization Theory Appl. 109 (2001), 615–629.

[16] J.-B. Hiriart-Urruty, J.-J. Strodiot, V. Hien Nguen: Generalized Hessian matrix and
second order optimality conditions for problems with C1,1 data. Appl. Math. Optimiza-
tion 11 (1984), 43–56.

[17] J.-B. Hiriart-Urruty: New concepts in nondifferentiable programming. Analyse non con-
vexe, Bull. Soc. Math. France 60 (1979), 57–85.

[18] J.-B. Hiriart-Urruty: Tangent cones, generalized gradients and mathematical program-
ming in Banach spaces. Math. Oper. Res. 4 (1979), 79–97.

35



[19] D. Klatte, K. Tammer: On second order sufficient optimality conditions for C1,1-
optimization problems. Optimization 19 (1988), 169–179.

[20] L. Liu: The second-order conditions of nondominated solutions for C1,1 generalized
multiobjective mathematical programming. Syst. Sci. Math. Sci. 4 (1991), 128–138.

[21] L. Liu, M. Křížek: The second order optimality conditions for nonlinear mathematical
programming with C1,1 data. Appl. Math. 42 (1997), 311–320.

[22] L. Liu, P. Neittaanmäki, M. Křížek: Second-order optimality conditions for nondomi-
nated solutions of multiobjective programming with C1,1 data. Appl. Math. 45 (2000),
381–397.

[23] D.T. Luc: Theory of Vector Optimization. Springer Verlag, Berlin, 1988.
[24] D.T. Luc: Taylor’s formula for Ck,1 functions. SIAM J. Optim. 5 (1995), 659–669.
[25] E. Miglierina: Characterization of solutions of multiobjective optimization problems.

Rendiconti Circ. Mat. Palermo 50 (2001), 153–164.
[26] E. Miglierina, E. Molho: Scalarization and stability in vector optimization. J. Optimiza-

tion Theory Appl. 114 (2002), 657–670.
[27] G. Peano: Sulla formola di Taylor. Atti Accad. Sci. Torino 27 (1891), 40-46.
[28] R.T. Rockafellar: Convex Analysis. Princeton University Press, Princeton, 1970.
[29] X. Yang: Second-order conditions in C1,1 optimization with applications. Numer. Funct.

Anal. Optimization 14 (1993), 621–632.
[30] X.Q. Yang: Generalized second-order derivatives and optimality conditions. Nonlinear

Anal. 23 (1994), 767–784.
[31] X.Q. Yang, V. Jeyakumar: Generalized second-order directional derivatives and opti-

mization with C1,1 functions. Optimization 26 (1992), 165–185.
[32] A. Zaffaroni: Degrees of efficiency and degrees of minimality. SIAM J. Control Opti-

mization 42 (2003), 1071–1086.
[33] C. Zalinescu: On two notions of proper efficiency. In: Optimization in Mathematical

Physics, Pap. 11th Conf. Methods Techniques Math. Phys., Oberwolfach (Brokowski
and Martensen, eds.). Peter Lang, Frankfurt am Main, 1987.

Authors’ addresses: I. Ginchev, Technical University of Varna, Department of Mathe-
matics, Studentska Str., 9010 Varna, Bulgaria, e-mail: iginchev@yahoo.com; A. Guerraggio,
University of Insubria, Department of Economics, via Ravasi, 2, 21100 Varese, Italy, e-mail:
aguerraggio@eco.uninsubria.it; M. Rocca, University of Insubria, Department of Eco-
nomics, via Ravasi, 2, 21100 Varese, Italy, e-mail: mrocca@eco.uninsubria.it.

36


		webmaster@dml.cz
	2020-07-02T11:30:35+0200
	CZ
	DML-CZ attests to the accuracy and integrity of this document




