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NOVE KNIHY (BOOKS)/KYBERNETIKA — 27 (1985), 3

J. MIKLOSKO, V. E. KOTOV (Eds.)
Algorithms, Software and
Hardware of Parallel
Computers

Springer-Verlag et VEDA, 1984,

395 pages, 181 figures; K&s 45.—.

With the fifth generation of computers
coming into scene and with new, modern
hardware technologies used, which in many
aspects approach the limits given by physical
laws of nature, it is just a more sophisticated
taking profit of these hardware abilities which
can make the qualities of future computers
still higher. The idea of parallelism and its
various applications may be seen as a pro-
gressive way in this direction and it is why the
theme of the reviewed book presents a high
topic in contemporary computer science.
Let us briefly mention what can be found in.

The book consists of twelve chapters
written by several authors: J. MikloSko
(Chapters 1, 2 and 12), V. E. Kotov (3, 4, 5),
G. David (6), N. N. Mirenko (7), J. Ondas
(8,9), I. Plander (10) and J. Chudik (11).
Some chapters are completed by appendices
{written by other authors), where are presented
particular solutions to or algorithms for some
cases of problems, investigated more generally
in the preceding chapter.

Chapters 1 and 2 introduce the notion
of parallel algorithm and present some results
concerning computational complexities of
particular cases. It is shown that the parallel
algorithms which are optimal or near-optimal
in the sense that their computational complexi-
ties approach the corresponding theoretical
lower bounds, are often not the best from the
practical point of view. The next chapter
deals with procedures for automatic construc-
tion of parallel programs for expression
transformation and cycle execution, also an
automatic parallelization of program schemata
is investigated. Then various formal models
of parallel computations are presented, with
Karp-Miller schemata playing the dominant
role. Formal languages fitied for writting
of parallel programs are studied in Chapter 5,
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with some discussion on demands imposed
to future languages of this kind. Chapter 6
introduces the so called structure logic which
is conceived as a theorctical tool for proving
correctness of paralle! programs and their
automatic synthesis by transforming these
problems into that of theorem proving within
a special logical calculus (the same idea as
in the situation calculus or dynamic logic).

The next chapters are more hardware
oriented and investigate how to apply the
ideas of parallelism, and some theoretical
results mentioned above, during the process
of design and construction of processors,

_computers and their nets or multicomputer

systems. Operating systems for modular
partially reconfigurable multiprocessor systems
are described in Chapter 7. Next two chapters
deal with algorithms for scheduling multi-
processor computers in the homogencous as
well as in the non-homogeneous cases. The
former is rather idealized from the practical
point of view, but it has been studied in more
details with a number of interesting results
achieved, the investigations of the latter case
are still in the very beginnings. Chapter 10
described some types of processors which are
already accessible and discusses some pos-
sibilities how to make profit of them when
designing more efficient parallel processors,
the next chapter deals with data flow computer
architectures. Finally, Chapter 12 mentions
the problems of correlation of algorithms,
software and hardware of parallel computers.

The chapters dealing with more theoretical
and formalized problems of parallelism (e.g.
complexity of parallel algorithms, structure
logic,...) are presented on a rather high
mathematical level with results introduced
in the form of theorems, algorithms or in
other way formalized assertions. As a rule,
their proofs are informal, explaining just the
basic ideas, or are replaced by appropriate
references. These parts of the text seem not
to need a preliminary knowledge, just a com-
mon level of contemporary mathematical
culture is supposed. Other chapters are written
on a more engineering level familiar to pro-



gram designers (software parts) or computer
specialists and technicians (hardware parts).
Reader who is interested in some particular
problems may probably read the correspond-
ing chapter(s) separately supposing he is
familiar with the area in question and with
the notation used. On the other hand, an
clementary level of knowledge concerning
the corresponding software and hardware
tools and devices seems to be inevitable for
cvery reader who wants to understand in all
details more technically oriented chapters.

The reviewed book presents probably the
first monography on paraliel computations
published in this country and because of its
topic subject as well as of its level of presenta-
tion deserves the highest appreciation. It can
be recommended to mathematicians working
in theoretical computer science, to program
designers and to technicians interested in
computer hardware.

Ivan Kramosil

A. VEJSOVA

K otazce zdokonalovani
soustavy védeckych,
technickych a ekonomickych
informaci

Matematicko-fyzikalni fakulta UK, Praha
1984.
Ugzlova neperiodicka publikace.

Posuzovand prace se pokousdi vnést nékteré
nové aspekty do tradi¢nich analyz a metod
zpracovani informaci typu VTEL Zatim co
tradi®ni analyzy kladly hlavni diraz na urGité
formy indexovani, metajazykovych prepisi
nebo jinych analogickych metod zdznaml
textovych forem, usiluje studie A. Vejsové
o jisté zallenéni této problematiky do SirSich
souvislosti a o vyuZiti nékterych dalSich

metodologickych ndstroji. V tomto ohledu
jsou duleZité akcenty na urditou integrovatel-
nost a délbu prace ruznych informacnich
systému (zejména systémui typu SEI, VTEI
a dalSich ugelovych informadnich systémit
vietnd tzv. faktografickych informadnich systé-
mu), na tvorbu a vyuZivani velkych datovych
bazi a tvorbu novych metod a technologii
sbéru, zpracovani a vyuZivani VTEI.

ZvySeny daraz na uZivatelska hlediska
systémua typu VTEI predpoklada koncipovat
tyto systémy jako zdroje znalosti pti feSeni
sloZitych technickych, ekonomickych a vibec
rozhodovacich uloh, jako zdroje urditych
obecnych poznatki, zakonitosti nebo hypotéz
a tim i jako ptedpoklad generovani dalSich
odvozenych dat. (To také zdivodiuje pouZiti
v metodologii védy b&Zného pojmu nomolo-
gickych dat, logick§ch modeli generovani
derivovanych dat aj.) V tomto problémovém
komplexu maji zvla§tni misto problémy
spojené s vybdrem relevantnich dat vzhledem
k dané problémové situaci, problémy optima-
lizace a ekonomizace vybérovych funkci aj.
V tomto ohledu se posuzovana prace pokusila
naznalit Fadu formalnich nastrojn, jejichz
implementace ov§em zlstava v fad€ pripada
je¥td otevienym problémem. Podstatné viak
je zdurazn®ni, Ze racionalizace informaénich
systému v uvedenych smérech (kterd v zdsadd
koresponduje postupu od bazi dat k bazim
znalosti) musi postupovat modularn€ a ko-
ordinované.

Je pochopitelné, Ze praxe bude stale duraz-
n&ji pozadoval, aby vedle b&%né racionalizace
zdroju védeckych, technickych a ekonomickych
informaci a teoretickych a metodologickych
nastroji oblasti, kde tyto informace vznikaji,
byly racionalizovany také realné informadni
toky, zejména pak informadni toky v cyklech
vyzkum — v§voj — vyroba — uZiti.

Ladisiav Tondl
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