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COMMENTATIONES MATHEMATICAE UNIVERSITATIS CAROLINAE

23,1 (1982)

METAMATHEMATICS OF THE ALTERNATIVE SET THEORY Hi
Antonin SOCHOR

Abgtr : In the paper we continue in the investiga-
tion of metamathematics of the Alternative Set Theory which
we beggn in [S 1l. We compare AST with formalizations of
Cantor s set theory as fer as it concerns equivalence of a=-
xiomatic systems and interpretability of one theory in the
second one.

_ Key wordg: Alternstive set theory, interpretation,
KM , second an third order srithmetics, equivalence of axio-
matic systems.

Clasgification: Primary O3E70, O3H99
Secondary O3H20

The alternative set theory (AST) as & formal system of
axioms was introduced in [S 1] where even an introduction
to the whole series can be found. We use the notions defined
in [V] and (S 1).

In the fourth section we demonsirate that ZFFin is equi-
valent to the system or those axioms of AST which deal with
sets only, and thsat the theories KMg, ~and AST_5 + 1 A52 are
equivalent. Furthermore, we show some statements equivalent
to the axiom of GB-class (A4) and to the schema or regulari-
ty (A8). At the end of this section we point out one diffe-

rence between AST and the theory of semisets.
In the fifth section we investigate interpretations
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corresponding to models (L . We show that (L 1is an inter-
pretation of AST_g in TC + A6 + A7 + (L < z?“n. Further-
more O 1is an interpretation of the prolongation axiom iff
Cl 1is saturated (assuming (L = £ gfin) and every fully
revealed model is saturated.

In § 6 we construct two particular interpretations us—
ing the ultraproduct construction and the method os trees
and we show that the theories AST, KM , A3 and TC + A51 + A61
are alike strong in the sense of interpretability. In the
last section we demonstrate that the theories KMg,, and AST_5
+ A52 are strictly weaker than AST in the sense of interpre-
tabllity using the statement that if T is a theory stronger
than TC and if S is a recursive theory such that there is an
interpretstion of ZF,, ~+ Con(S) in T then the formula Cong(¥)
is provable in T.

§ 4. Equivalence of axiomatic systems. At the beginning

of this section we show some statements which are equivalent
to the axiom of GB-class. The axiom A4 guarantees the exis-
tence of GB-class such that the universsl class is its sole
m =-element which is nearly universal. The following state-
ments show that assuming A41, the axiom A4 is equivalent to
the existence of the GB-class without qz-elements which are
proper semisets. Further, the following theorem shows that A4
is even equivalent to induction for finite set=-formulas i.e.
to the statement (Vg e FLy) (V= (g (0) & (Vx)(Vy)(o(x)—~>
—> ¢ (xulyl))— (Vx) @ (x))).

Lemma (BTC + A41l). The following statements are equiva-



lent:

(a) there is no nearly universal class dirfferent from
v, i.e.

(Vx)(Nun(X) —X = V)

(b) axiom of replacement, i.e.

(VF)(Vx)(Set(Fx))

(¢) there is no proper semiset, i.e.

(V X)(Sms(X) — Set(X)).

Proof. The implication (a) —>(b) follows from the fact
that Set(F"x) —> Set(F"(xuL{y?)). If X&x then X = (Id M X)"x
and hence we get the second implication. To prove the remain-
ing implicetion (¢) —> (a) let us assume that Nun(X) & xe V-X
holds. Put ¥ = {ye X; y&xi. Obviously YSP(x) and the ass-
umption Set(Y) contradicts the axiom of finity since for e-
very y«Y we can choose qe (x-y) (because x ¢Y) and from
this the formula yc (y u{qi)<c Y follows.

Let us note that the first two implications are provab-
le even in BTC, on the other hand for the proof of the last
implication we used two particular cases of the axiom A4l,
namely the power-set axiom and the axiom of finity. These
axioms are even necessary since e.g. Godel-Bernays set the-
ory is an extension of BTC + power-set axiom in which the
negation of the axiom of finity (and hence even 1(VX)
(Nun(X) — X = V)) holds.

Consequence (TC + A41). If S is a GB-class then the
following conditions are equivalent:

(a) (VX 7 S)(Nun(X) —>X =V)

() (¥X 7 S)(Sms(X) —> Set(X)).

Let the symbol Sat denote the satisfaction class w.r.t.
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the model 1V,E,Id}" 1i.e.
Sat = {{Lay,eeey87, @) 5 ge FLy & ViE ¢ (8),000,8) 5.
r

Theorem (TC). The class FLv><i03tiSat><{1} is a GB~-
class and each its 7 -element is an 7 -element of every GB-
class.

Proof. We have E = Sat" {xe yf and 8 = Sat” {xc as.
Thus the well-knewn equalities e.g. dom(Sat"{?(x,xl,...
ceerx)}) = sat™f (A x)gF, (Sat"ig (x),x,)1)7) =
= Sat"{g (x,,x))} end Sat"{¢} - Sat"{y{ = sat" {9 &1yl
show the first statement. The second one follows from the
Bernays’ metatheorem.

Let us now summarize some statements which are (in TC +
+ A4) equivalent to the schema of regularity (A8):

(a) the schema of € -induction i.e. the schema with
the axiom (Vx)({Vyex)(d(y)) —->» d(x))—> (Vx) S (x) for

every set-formula ¢ ,
(b) the conjunction of the axiom of regularity (A81)

and of the axiom of transitive closure (A82),
(e¢) the schema of regularity for (formal) finite set-

formulas of the language FLV i.e.
(Vge FLy) (V= ((3x) (g (x)— (Ix)(g(x) &
& (Vyex)(agq (y)))))
(d) the formula (3 S)(GB(S) & (VX n S)(X+0 —
— (AyeX)(ynx =0

The equivalence of A8 and (a) was demonstrated in § 1
ch. ILV], the equivalence of (c) and (d) follows from the
last theorem. The proof (b)—> A8 can be found e.g. in § 1
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[$ 1], where we claimed that A82 is a particular case of AS.
To be quite precise let us show it now: For every x with
(Vyex)(32)(Tran(z) & ye z) there is a set b with
(Yyex)(3zedb)(Tran(z) & yez) - it is sufficient to col-
lect sets with the desirable property and with the minimal
type. Putting e = P( U{ z eb, Tran(z)}) we get xcc &

& Tran(c). Further since V = 2 Fpyy the statement (c) is e~
quivalent to V=& 81 & A82 (the symbol Ai is used both for
metaformula and its formalization; this would not lead to a
misunderstanding) and moreover that last form\.:lla is equive—
lent to A81 & A82.

Let us note that we have proved that the axiom A8 is e~
quivalent to the schema of regularity for finite set-formu-
las and in this point properties of the axioms: A4 gnd A8 dif-
fer considerably since we shall see later that the axiom A4
is strictly stronger than the axiom A4l. Further let us note
that in ZF the axiom of transitive closurg is provable (be-
cause the axiom of infinity is available) and hence as the
axiom of regularity is accepted the axiom A81 alone. On the
other hand, we shall show later that the axiom A82 is not
provable in AST_S + A8l.

Now let us investigate the connection between AST and
theories of finite sets which are obtained by formalizations
of Cantor’s ideas as far as it concerns .the equivalence of a-
xiomatic systems. Our first metatheorem asserts that ZFFin
is equivalent to the system of those axioms of the alternati-
ve set theory which deal with sets only.

Metgtheorem. ZFFin is equivalent to the theory with the
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axioms All, A3, A4l and A8.

Demonstration. The implication from right to left was
shown in § 1 ch. I [V], Using the equality xu iy} = U{x,{y}}
we see that the axiom A3 is g trivial consequence of the
pairing and sum axioms. To prove A4l in ZFFin let us assume
that & (x) is a set-formula and that there is a set x such
that the conjunction $(0) & (Vy)(VQ(d(y) — p(y v
vig¥)) & 1P (x) holds. Put z ={y; ycx &5(y)§, such a set
exists by the power-set axiom and by the replacement schema.
Evidently O¢ z and moreover for y<¢ z we have x-y 1 0. There-
fore for every yec x we can choose q with q¢ (x-y) and by the
definition of z we get yc (y udql) ¢ z which contradicts the
axiom of finity.

Hence using the last statement and the first lemma of
this section we see that the theory TC + A41 + A8 +
+ -1 A52 (BTC + A41 + A8 + -1 452 respectively) is equivalent

to the theory KMg, (GBFi respectively). But we are able to

n

prove more, namely
Metatheorem. KMFin is equivalent to AST_5 + -, 452,
Demonstration. We have to prove the axioms A4, A6 and

A7 in KM

Fin®
first lemma and the first theorem of this section. Let us

The first required statement follows from the

proceed in KmFin‘ There is an one-one mapping of V onto N
(cfo §1 ch, ITLV]) and thus we get A6 because N is well-
ordered according to 1 452. Moreover we have Count(V) (ef.
the definition of this notion in L[S 1)) and hence there is
no uncountable class and thence the axiom A7 is satisfied

trivially.
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AST admits proper semisets and in this aspect this the-
ory is similar to the theory of semisets (TSS, see [V-H]),
In TSS (with an axiom of regularity) the statement
(X)) (Vx)(Set{Xnx)) — (¥Vx)(Set(dom{X}nx))
is provable. Since the formula (x ) is simpler than our axi-
om A4 it seems to be convenient to strengthen AST assuming
the axiom (%) instead of A4. Unfortunately, this is impos-
sible since such a theory would be inconsistent as the fol-

lowing result shows (cf. [So 3]).

Theorem (AST). For every o € (N - §N) there is an in-
creasing function F with dom(F) £ « & -1 Sms(rng(F)) such
that we have (V¥ x)(Set(xnF)).

Proof. The class  of all ordinsl numbers was defined
in § 3 ch. II LV] in such a way that -1Sms(fl), Let
« € (N = FN) be given. Then the class R = if3;(VnecFN)(3+
+n<oc)} is a s/-class. This class has no maximal element
and hence it 1s no set. Therefore according to the last theo-
rem of § 5 ch. II [V] we can by induction (ef. § 3 ch., II[V])
construct an increasing function G such that dom(G) = Q &
& \JG"Q = R, Moreover, by induction, we can construct an in-
creasing function f, for every f3 e . so that
a) £ <G )
b fh, = £ v <(,6(BD

e) (Vye(p ﬁQ))(f’r=f{z

In fact, if # 1is a limit ordinal (f.e. (Vy e D) (¥ +

ML dom(f,.) + 1)),
+1+4(3)), thenwe put 2 ={x;(3 £)("f 1s an increasing func-

tion" & £c3=G(3) & (Vyex)(y = £1( U dom(y) + 1))} and
=ix;0+x Sif, iy (At & Fin(x)}. Thus X is a coun-
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table subsemiset of Z which is directed and Z is a set-the-
oretically definagble class. Hence by the theorem on count-
able directed semisets (see § 4 ch. I[ V]) we are able to
choose x€ Z so that {f,.;y¢€ (BA)}tcx and put = Ux.
Finally we put F = U{fﬁ ; A€} . Then dom(F) € o
and U rng(F) = N and, moreover, F is an increasing func-
tion. Therefore we have only to prove that the formula
(Vx)(Set(xn F) holds. Let x& N° be given. There is (3 € Q
with rng(x) € 3 and using the properties of functions £y
we get (E‘-fﬁ )N x = 0 and thence the class Fnx = f/s N x is

a gset.

§ 5. Interpretations. Let AOl denote the formula
(Vx,5,2)((x =y & xez) — yez). If ¢t =4{4,F,T31s a
model then for every X we define Xy ={y; (I xecX) (L = x =
= y)§ (the saturation of X). Let us recall that the interpre-
tation (L was defined in § 3 [S 1]. For every X we have evi-
dently msa(x“) and, moreover, if (f = AOl then
CIsa’(E"{z}) for every z € A.

Lema (TC). If CLi= AOL & All & A3 then Fin%(x
= (3X)(Fin(X) & X%= X, ); and further Count(X) —>

@y

—> (Count a'(xo,_)vFina’(X(,l)). Supposing moreover the axi-
om A61 we get even Count & (X %) — (3 X)(Count(x) & x %=
=Xyl

Proof. If Fin(X) & = Fin%(X ) then the class 4q;q €
€EX &1 Fina'(q (}L)§ is not empty and hence there is a mini-
mal (w.r.t. & ) element of this class which contradicts the

assumption Ul k= A3.
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a

“(XO" e

Assuming Fin ) we put 2 =1ye¢ A;EPyIE X
& 1 {AV(FIn(Y) & E{ys = Y )k If there would exist no X
with Fin(X) & X%= X then 240 & Cls%(2) & (2 P(x 4N,
Thus there would be ye 2 with (V 2) (E"izYc E"{y} — 242)
which contradicts the definition oi Z.

2

If RS A® is a well-ordering of an infinite class X

which has finite segments only, then

{x; (3y,2) ({y,2>cR& Uiex =<y,z2Y) & (Vu,v)((U|=y =
=u&z=v)—>(<{y,u>eR &<z,v>€ R))}

is an ( =-well-ordering of the class XUL and, moreover, this
ordering has only (I -finite segments by the first statement
of this lenma and thence Fin (X(/t)vCounta'(X(,L). Let us
note that if I is a partislization or identity, then we have,
moreover, Count(X) —> Count? (X

Let R® bve an (L -well-ordering or an ( -infinite class
xl having (@ -finite segments only. Put 2 = {<x,n>;(3y)
(yxn+1& (Vzey)z, +yy = fz;(<z,x>ecREIEY) &

& neFN}. Evidently X% = rng(2) & dom(Z) = FN & (V ne FN)
(Vx,y)(Kx,n>c2 & Ly,n>cZ) —> UL |= x = y). Therefore, ac-
cording to the axiom A61 we can choose F& Z with dom(F) = FN
and for this function we get (rng(F) )Ul= x,

Lemma (TC)., If (L — AOl & All & A3 then for every set-
formula ¢ of the language FL and every 81eeey8,C A we have
(V- g (Btayd,..,Ba 0% = (- g (ay,... ).

In particular, if ¢ is a formalization of a set-sentence
then (;56b = L= ¢~

Proof can be done by induction. In fact, (Vt—"Ev"{al} e
CEa ) Y Briagy e® Edayt - (AayeBhiayt) (B ey =
= ?;"'{aﬁ) = (ﬁa3e 5"{323)( Cl == a) = 33) = (ﬂa3)( (o= 8 =
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= a3 & agcay)= (1 = 8 € ay. Further we have

(Ve (Ax) @ (x,E9a},...,B e i1N% = ((3x)(VEg (x,Ea],
cees B a3 = (Jac ) (Vimg (Bnfai,Eriags,...
...,'ﬁ’"{ank)a’E (Jaca)(CL h@(a,al,...,an)) =

=C = Jx) ¢ (x,al,...,an).

Metatheorem. (L is an interpretation of TC in TC +
+ Ul = AOL & All & A3. Moreover, the formulas (UL = 441)—>
—> A4a', 46 —> A6 and (A6 & A7) — A7a’ are provable in
the later mentioned theory.

Demonstration. Let us proceed in the theory in ques-
tion. According to the definition of (L -classes we have
((VX,Y,2)((X =Y &Xe2)—>Ye2)¥, Ir xeX%= v% then
Emixy e% x%, Assuming E"{x} ea’YtL we would get a set ¥y
with ye Ya’&'i"{y}= E"{x% and hence it would the formula
UL &= x = y hold, which contradicts the definition of QL -
classes. Therefore we have proved Ala .

The formula A2a’ is a trivial consequence of the axiom
A2; the statement A3% follows from the assumption (UL — All%
& A3. The last lemma implies the implication (Cf = A41) —
—> A4a’ according to the fourth section, If < is a well-
ordering of V, we put R = {z;(3x,y)(x£y & Ul = 2z =
={x,y> & (Vu,v)((Ol = x =u& y=v)—> (x£ué&y <
2v)))$. Evidently Cls%(R) and R is an (,-well-ordering
of V&, This shows the implication A6 —> A6 %,

1 X% and Y% are @ -uncountsble classes then by A6
we are able to choose minimel X, ¥ with X, = Xa’, ¥y = @

and, moreover, X and Y are uncountable by the first lemma

of this section. According to the axiom A7 there is a one-
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one mapping F of X onto ¥ and thus the class F% = {z;
(2%,y)(<{x,y>eF & (L =2 =<{x,y>{ 1is an (L -one-one map-
ping of Xa’onto Y4,

Let us note that in particular the previous results
show that (I is an interpretation of TC + A4 in TC + (£ =
= Z‘%}Fin and therefore even in ZF + & #=33)F1n.

Following the definition of ".h—?l-saturatued models"
which is usual in the model theory in ZF, we define:

Definition (TC). A model ¢« =1A,E, 3" 1is saturated
iff for every sequence +¢ ;n€FNf of formulas of the lan=
guage FL, we have (¥ n)(Ixca)( (L =9 (x) & ... &

A
& @p(x))—> (IxeANVn)l UL =g (x)).

Theoreg (TC + A61l). If L= ZF,, then (L is satura-
ted 1£f the formula A5% holds.

Proof. Let us assume at first that the formula a5%
holds and that (vn)(3xeA)( & =& (x) & ..o & @p(x)).
For every nec FN we can choose an ( =-natural number 6, S0
that the formula (JxcA)( A = xe_ﬁ(ocn) & @ (x) & ...
vee & gpn(x)) holds. According to the last results Q& is an
interpretation of TC + A4 + A5 + A8 in our theory and hence
there is an (L-natural number o¢ with (V n)( L &= 2 <o)
by the second theorem of the last part of § 4 ch. I LV) and
by the first lemma of this section. Put xZ=4y; (I 1y «
¢ Plt) & Gol¥) & oo & gn(y)i. Since (L1- L pip we get
(Set(x,?“) & x‘?“'# o0& xr(:;-lc‘ xna’)a for every n¢ FN. Thus we
obtain )4 xf‘l’ snc FNSN A4 0 by the fifth theorem of the
last part of § 4 ch., I [V,

On the other hsnd, let us suppose that (| is a satura-
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ted model. According to the first lemma of this section for
every Fa’ with Count® (F@) there is a countable class X
with XOL= Fa’. Furthermore, for every x<X there is aeA
with (Y yex)( U = yeca & Fne(a)) and thus there is ac A
with (VxeX)( O = (Fncla) & xca)) from which F%c? Enia}
follows.

The following notions were defined in § 5 ch. II [V,
§ 2 [S-V 1] and § 2 [S-V 2]: A class is revealed iff for
each countable YS X there is a set u so that YSu<X and o
class X is called fully revealed iff for every normal formu-
la @(z,Z) of the language FL the class {x; ¢ (x,X)§ is reve-
aled. A class X 1s called a revealment of a class ¥ iff X is
a fully revealed class such that for every normal formula
(2) of the language FL we have ¢(X) = ¢ (Y). Let us note
that if & 1s a revealment of a model Cf then (£ and %
are elementarily equivalent. In [S-V 2] it was shown that in

AST every class has a revealment; in particular, there is a

lot of models which are fully revealed.

Theoreg (AST). If CL = AOl & All & A3 is fully revea=-
led, then the formula A5% holds.

Proof. If Count’ (F4) & Fnc%(F @) then by the first
lemma of this section there is a function G of FN into A
with Fl= (rng(G))yy . According to the prolongation axiom
there 1s g2G. The class {cwwe dom(g);(Ix cA)((g"ec)y, <=
=% E"{x} & OL = Fnc(x))} is revealed and it contains FN and
hence we can choose ov ¢ FN and ac4 with (g"x), =% En{ala
& Ul += Fnec(a), from which (Set(E"{a}) & Fécz ¥ ia} &
& me(F{ay)% follows.
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Theorem (AST). Every two elementarily equivalent sa-
turated models are isomorphice
Proof can be done using the usual model-theoretic ar-
gument {cf. also the first part of § 1 ch. V LV.), If f =
~ o~ . -~ ~ 11
= {A,E, 737 and ¥ = {B,E),I; # then A and B can be well-
ordered by type )L since there is no countable saturated
model. By induction we are able to construct g sequence
{F_,;~x & 0% of countsble functions so that for every o< ,
&
p el it is
(a) dom(F_ ) (rng(F. ) respectively) contains first x ele-
ments of A (B respectively)
(B) < B —> E < F,
(¢) 1ir @ € FL and if xl,...,xnedom(f‘m) then
U @ (Xyyeenrxy) = B peg (B (xheee, B (x))

Let us note that the countability or functions F

'~ &n-

ables us to code these functions by sets and hence the usual
induction works. In fact, if ac A-dom(F, ) is given, then we
define T ={q (z,al,-.-,an);qe FL & ayy.++,8 € dom(F ) &
& U ¢ (ayayy0.+98,)%. Then T' is countable and if formu-
las (fl(z,al,...,anl),..., gk(z,al,...,ank) are elements
of T' , then
2= (A0 GG Fy (a)) e, Py (anl)) % ee &
& c,c,:&(x,f‘m(al),...,F‘oc (ank))) thus using the fact that
i1s saturated, there is bc B so that ¢ (z,ay,...,a) ¢ T
—» - F ¢ (b,F, (ay),¢..,F, (& )). This enables us to ex-
tend the mapping E .

Consequence. In AST + ash v asPa Coor K';]Fi +

n
+ (L - & we can prove @a - Q)B for every (even non-
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normal) formula § .

Demontration. In the theory in question we are able
to fix an isomorphism H of ¢4 onto 3 . Further, by in-
duction, we can show ?‘Q(Xla,...,Xna) =y (H"(Xfl),-..

e (X ),

§ 6. Interpretagbility. At first we are going to imi-~

tate the usual ultrapower construction (see e.g. [B-S]) in
TC with the following two assumptions:

(a) a6 & OL =44,E,T & Ct + AOL & ALl & A3

(b) All functions of FN into A are 7 -elements of a class
B =K={0ju Sx11j.

Let us realize that a class B satisfying our second
condition can be fixed in TC + A51 for every countable A.

In fact, A FN is countsble in this case and hence there are
X and G with (V YCX) (2 y)(Y = ynX) & Fnc(G™L) & G"X = Ax FN.
Therefore, all subclasses of A< fN sre =) -elements of the
clags Vx{03v{<z,y>; 2€G"(Xny)}x {1§. Further let us no-
te that all functions FS A< FN are 7) -elements of the class
Vx{0tu 4 < x,£>; xe £MFN§>< {13 in TC + A5 and that both
AST and KM~ are extensions of the theory in question

(KM~ + A5 according to Set(c) and according to the replace-
ment schema).

Using the axiom of choice and our assumption (b) we can
construct as usual (cf. e.g. § 4 ch. II[V]) a non-trivial
ultrafilter Z with fN 7) Z, i.e. a class Z such that
(1) (VXYM (X7 2&Yy2)-> (XnY)y 2),

(11) (VXe )X g 2- -1 (FN-X) » Z) and
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(111) (Yme M) Enn>m$ " Z).

We define
& = {xcK;Fne(S"tx}) & in;S™{x¥n)e A}y 27
=i x,»3x,ye & &4n; & = $"ix¥(n) € S"{y¥(n)$ n 2 ¢
=4<x,yix,y€ & &{n; O =$"{x}(n) = s"iy¥(n)} n 2%
and we put L ={%,E,T3T = ui( % ,B,2Z).

E
I

By induction we can prove Lo s theorem (cf. e.g. Cche 5
[B-S]) and hence for every @< FL and every xl,...,xnCI
we have (X = go(xl,...,xk) iff {n; O = 9(8"{x1}(n),...
...,S“{xk}(n)HQ Ze
We are going to repeat from the proof of Lo8 s theorem only
the nontrivial step concerning existential quantifier. Let
in; & = (3x) @ (x,5"ix% (n),...,S"x,5(n)) } 7 Zo By the
axiom of choice there is F with dom(Ff) = FN and such that
in; & = @ (F(n),$"{x;3 (n),...,S"{x,3(n))} 7 Z. Since all
functions of FN into A are 7 -elements of B, there is xeh
with S"{x} = F and thence by the induction hypothesis we get
q = P (XyXp50eeyxy)e

Now we show A5% . Let (Count(F%) & Fne(FZ )%, There 1s
X ={ay5ne FNJS A with Fl = Xz according to the first lemma
of the last section. Put 2 = {m2n;(JacA)(Vken)( U =
= Ffnc(a) & S"-{ak’x(m)e a)§ for every n< FN. Evidently 2 2 2
and NA{ Z,sne FN} = O and moreover Z,7 Z because F4 is a
O, =function. Furthermore, there is a function G such that
dom(G) = FN & (Vxe(zn-Zml)( Vk<n) (L= s"{ay J(x) €
e G(x) & Fne(G(x))). By our second assumption there is ac A
with (V ne#N)(s"{a}(n) = G(n)). Evidently ([ = Fnc(a) and
for each nc¢ FN we have {m; (% = S"{’an}(m) €S"tat(m)y 2

- 69 -



2 Zn'@ Z from which (T = a,€a follows. As a consequence
of the last statement we get F®=% En{a} which finishes the
proof of the statement ASZE.

By § 3, J% is a countsble model of Z Fpipne Thus
the previous considerations and results of the fifth section
show in particular the following statements.

Metgtheorem. There is an interpretation of AST in TC +
+ AS51 + A6 + A7 (and hence even in KM~ + A6 + A7).

Now we are going to construct an interpretation of KM~
in TC + A51 + A61 (and thus even in AST). In the constructi-
on Gandy s and Zbierski’s ideas are used (see [Z)).

Functions F and G are called isomnrphic iff there is a
one-one mapping H of dom(F)U rng(F) onto dom(G)u rng(G) such
that (Vx,y)(y = F(x) = H(y) = G(H(x)).

According to the axiom A51 there is a countable class A
with (VX<ca)(3a)(X = anA). Since the class FN° is countab-
le, we can enumerate A so that A =:{an’m;ms.FNf and interpre-
te ¢ at and

as a code for {n,m>. We put 3 ={<{n,m);

%n,m 8n,m

let A% denote the class of all a such that

(a) @ is a function which has no non-identical automorphism

(b) (3 1n)(ne(rng(®)-dom(®))

(¢) & is well-founded, i.e. (VX =don(d))(X+0— 1 X=3"X).
The element n with ne (rng(3)-dom(%)) is called a-maxi-

mal and elements x for which a(x) = n are called a-almost ma-

ximal. For ae AT we put & PP x =@ 1 {y;( Inc FN) (3(...(§(y)
. n-tames
eee) = x} and st the end we define E® as the class of all

ordered pairs <a,b7 of elewenis oy ATsuch that there is bH-

-

almost maximsl element n such that B M} n is isomorphic to A
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and IT¥ as the class of all ordered pairs < a,b> € (a%)2
such thet & and b are isomorphic.

Lemma (TC + A51). If a,bel-f{f have the same # -ele-
ments (1.e. (E¥ )" {8 = (E*)"$b}) then <a,b> e I¥.

Proof. Under our assumption for every a-almost maxi-
mal element n there is a b-almost meximal element m so that
3M n and BN m sre isomorphic. This element is determin-
ed uniquely according to our requirement (a); from the same
reason there is only one such isomorphism. Therefore we can
extend these "partial” isomorphisms to an isomorphism of &
onto b.

Lemma (TC + A51). If X is a subclass of A% which is
either finite or countable, then there is acA’H— which # -
contains exactly all elements of X, i.e.

(Vbea* )byade E¥ =(AceX)e,bde 1#),

Proof. Let 4 be a well-ordering of X and if X is coun-
table then we require, moreover, that < is a well-ordering
of type @ . By induction w.r.t. £ to every ac X we const-
ruct a; € &* g0 that for every b<a, @ is isomorphic to )
and we have (1) O(f,(dom(’a‘l) v rng('il)), (1) 1if
n¢ (dom(d,)u rng(a))n (dom('sl)u rng(gl)) then &) M n =
='by MM n and (iii) if & M m is isomorphic to B M n
then®; Vi m =%, M . We put F = UiB;aecX§u{<0,x);"x
is a,-maximal for some aecX"$. Thus F satisfies the above
formulated conditions “a) = (¢) if we write F instead of 7.
By our assumption which # has to sstisfy there 1is ae a¥
with @ = F and we are done.

we put (1" = {a¥ ,E¥ ,I1¥37 . Let us note that U¥
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depends on the choice of A and an enumeration of A, but we
shall neglect this dependence since all models of the form
we deal with are isomorphic.

Metatheorem. (¥ 4is an interpretation of KM in TC +
+ A5l + A6l and of KM + A6 + A7 in AST,

Demonstration. We have Cl# = ACl by the definition of
E¥ and 1% and the formula ¥ = A1l is a consequence of
the last but one lemma. For every ac K# there is xca?
which is at most countable and with Xy = (E¥ )"f{a} and hen-
ce the CC# -pairing, (# -sum and Q¥ -infinity axioms fol-
Iows from the last lemma. Using the previous results, we ha-
ve only to show the af’—exiom of' replacement and ASf%# .
12 P with me? (F@) and ac A¥ be given then by A6L we
can choose Y& A¥ which is at most countable so that Y4 =
Fa# and thus even the * -axiom of replacement is a con-
sequence of the last lemma. If ¥ |= (Vxeca)ldyeca)lyex)&
& (Ix)(xea) then we can construct Xcdom(E) with E"X =X
which contradicts the condition (c) of the definition of A¥ ,

We have shown that there is an interpretation of AST in
KM~ + A6 + AT and vice versa. Let us remind that in [M-S] an
interpretation X of KM + V=1L + V = HC in KM is const-
ructed in such a way that there is a well-ordering of % -
classes (represqnted by a formula) such that every initial
segment of this well-ordering is codable as a X -class. In
particular, there is an interpretation of XM~ + A6 + A7 in
KM~ and thus even the theories AST and KM are alike strong
in the sense of interpretability. Furthermore, considering

the well-ordering in question, we get an interpretstion of
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AST + A62 in AST where A62 is the axiom corresponding to
the schema of choice use e.g. in the second order arithme-
tic:
A 62 Schema of choice. For every formula & (z,Z) we ac-
cept the axiom

(VnermM(AX) & (n,X) — (3¥)(vVneFN) & (n,t"{nf).

Moreover, the previous considerations show also which
axioms of the alternative set theory are for this theory
specific in the sense of interpretability. As convenient we
accepted the axioms of TC which express the essence of the
theory of sets and classes and which are not specific for
the alternative set theory since they are accepted e.g. in
Kelley-Morse's axiomatization of Cantor s set theory. We
have shown that there are only two candidates for really
proper axioms of the alternative set theory - some kind of
the prolongation exiom and some kind of the axiom of choice.
We shall see later that some kind of the prolongation axiom
is even necessary, but the essentiality of the axiom A61 re-
mains as an open problem. The axioms of GB-class and the a-
xiom of cardinalities are only auxiliar in the sense that
the theory with these axioms can be modelled in the theory
without them. Therefore, in particular, these axioms can be
consistently added to other axioms of the alternative set

theory (cf. the claims in § 1 and § 6 ch, ILV1),

Remork 1. The countable model {Def, EnDef2§l 1s e-
lementarily equivalent to the model {V,E}’ ; on the other
hand there is a lot of countable models which are not ele-

mentarily equivalent to {V,E}"l . Every countable model can
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be reconstructed in UL* as O -set. The composition of
interpretations & and OAF ( x , say) is an interpretati-
on of AST in AST depending on the parameter (f (we have
defined £ as UL( (4 ,B,Z)). Thus we can fix the parameter
a so that there is a set-formula $ such that the for-
mula & & - é* holds., On the other hand, we are able to
choose UL so that for every set-formula ¢ of the langua-
ge FL we have (V =@) = (V= ¢ )* eand in this case the in-
terpretation x is faithful (cf. [V-H]), i.e. for every for—
mula ¥ we have AST — ¥ iff AST — ¥¥ . To show this we
sre going to deronstrate AST — ¥ = ¥ * ., The model {V#*,
E* ,I*+} 45 elementarily equivalent to {V,E}? , we have
A5, A5* and V &= zﬁ’f‘in’ thence it suffices to use a result

of the last section.

Remark 2. We have demonstrated that KM and AST are mu-
tually interpretable. Using the same ideas we are able to show
that GB~ and AST_, + A21 + A22 are alike strong in the sense
of interpretability, too. In fact, (L is an interpretation
of AST_, + A2l in GB™ + A6 + AT + W =72 ?Fin and further-
more FN® is the minimal (w.r.t. =) class X such that
(VxeX)(3yexX) (N = y=x+1) & (IxeX)(TX =x=0) &

& X =Xz .

By [Sh 1] the theories GB™ and ZF are equiconsistent
and hence even AS’I‘__2 + A21 + A22 is equiconsistent to ZF .

On the other hand, there is no interpretation of AST_2 +*
+ A21 + A22 in ZF since such an interpretation would give
an interpretation of GB~ in ZF which is absurd. (In detail:
GB~ is finitely axiomatizable snd therefore there would be
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a finite theory TS ZF such that GB_ and T could be inter-
preted one in the second one. Further, ZF is a reflective
theory and thence there would be in ZF a model (which would
be a set, of course) of T and thus there would be even a mo-

del of ZF , which contradicts Gddel s theorem.)

Remagrk 3. We dealt with set theories, but, of course,
we can reformulate previous results to statements concerning
arithmetic . Pegno arithmetic (Al) is mutually interpretsble
with ZFFin (this statement goes back to L.Sk] where a one-one
correspondence between natural numbers and finite sets is
constructed). KM, and the second order arithmetic (Ay) can
be interpreted one in the second one (this follows e.g. from
[M-St) where mutual interpretability of KMp;, with the schema
of choice, ZF , A, and &, without schems of choice is proved
using the results of [ 2] and [ B-H-F] (cf. also LE]) because
the interpretations of the last theory in KMFin and of KMFin
in Kmfin with the schema of choice are trivial). Furthermore
even the theories A3 and KM~ are alike strong in the sense of
interpretability (A3 is mutuslly interpretable with KM~ with
the axiom and schema of choice by [ M-St] and the same is true
for the lastly mentioned theory and KM according to [ M=SJ).
Let us note that a result of this kind concerning interpreta-
bility of GBpy, 1s described in [Rri]. '

Thus AST is mutually interpretable with A3 and AST_2 +
+ A21 + A22 1is equiconsistent to Az, but there is no inter—
pretation of AST_, + A21 + A22 in 4,.
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§ 7. Non-interpretability. We sre going to show that
there are no interpretations of AST in some theories using
the following result.

Metatheorem. Let T be a theory stronger than TC, let
S be a recursive theory and let %k be an interpretation of
ZFpy, + Con(S) in T. Then T+ Cong(F).

Demonstration. Assuming that k< 1is an interpretation
of All & A3 in T we define in T

0,(k,8) = (VyeK)(set™ (s"{y}) & (Va)((zey =(zeK &

& S"dzt e¥S™yt) & (Vz¥)(AzeK)(z¥ c* s"{y] —
—z¥ =¥ s"{z}))))

B (x,X) = (3K,8)(0,(K,s) & xeK & X = S"{x})
and proceeding in T we get the following statements.

(a) (Vxem)(3Kk2x)(3AS) el(x,s).

I 0,(k,S) & (VxeP(n)(x 2 m—> x€K) then according to
A3% there are Ky,S; with 8;(K;,$;) & (VxeP(n))(x X mHl >
— xeKl). Since even formulas with the symbol x form
classes, our statement can be shown by double induction.

(b)) (xeXnKNFV) & 9,(K),5)) & el(KZ,sz))——‘»
—>$;"{x} =% S," fxt.
Let us suppose that our statement holds for every ye x and
let y* e* Sl"{?t?. Then there is y<x such that y* =%s,"{yf
according to the definition of ©; and therefore y* =%
=¥,y % 2¥S,"ix} by the assumption and thence
y* e* S,"{x} according to the x -equality axiom. Thus
(Vy*)(y* c* Sl"-{x? =y* c* S,"(x}) and hence our state-
ment is & consequence of All¥ ,

(¢) For every restricted formula b (Z;,...,2)) we ha-

ve
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(Vxl,...,xne FVNVXI,...,Xn)((e(xl,Xl) & cee &
& O (g, X)) > (P (xyy0e09xy) = BH(XyyeeesX)))e

If x,y eV then by (a) there are K, S with ©,(K,S) &
& x,yc K and by the definition of &, we have S"ixj ™
€*s"{y¥= xe y. For every X, Y with ©(x,X) & O©(y,Y) we
have X =* $"{x} & ¥ =* s"{y} according to (b) and thence
X €*Y= xey is a consequence of All* and > -equality a-
xiom. Thus our statement can be shown by induction w.r.t.
the complexity of the formula & .

If X 1s an interpretation of ZFFin in T and if we
are able to fix a constant d such that in T we have "d is a
finite proof of inconsistency of finite s & ¢ " then de€ sV
and X is an interpretation of ZFp + - Con(S) by (a) and
(¢) (let us realize that if ¢ is a restricted formula and
if xe AV & O (x,x¥) then ((2y) § (x,y))"nv;—- (dye V) D (x,y)
and (Jye V) b (x,y)—> (Fy*) d*(x*y*)). Thus if x is
an interpretation fulfilling our assumptions then either T
is inconsistent or we cannot fix a constant d as described
above.

Consequence. Let T be a theory stronger than TC, let S
be a consistent recursive theory stronger than TC and let
T k—ConE(%f). Then there is no interpretation of T in S.

Demonstration. The composition of the interpretation
47" and such ah interpretation (restricted to sets) would
give us an interpretation of ZFFin + Con(S) in S. Hence ac-‘
cording to the last metatheorem we would obtain S]——Conwxff),

however, this contradicts Godel ‘s theorem.

Theorep (TC + A51). The theory K Mg, is finitely

consistent,
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Proof. The class FV is at most countable since
Nﬂﬁf = FN and according to the fact that F7” is an inter-
pretation of KMgy, in TC and KM +~ ¥'X N. Hence according
to A51 all subclasses of FV can be coded by sets. Therefo-
re the existence of & model of the theory ™ /g, follows
from the metathecrem of the third section.

Thus combining the previous results we see that there
is no interpretation of AST in KMFin'

In the last section we showed that AST has an interpre-
tation in TC + A51 + A61 and further in § 4 we saw that the
difference between AST and KMFin lies largely in the fact
that in KM

Fin
Therefore it is natural to ask whether the axiom A52 is not

the negation of the axiom A52 is provable.

strong ennugh for constitution of the alternative set theory,
in particular, whether there is an interpretation of AST in
TC + A52 + A61. The following result shows that this is not
the cese (it can be proved even in the theory AST_5 + A3l
and therefore there is no interpretation of AST_5 + A51 in
AST_g + A52).

Theoreg (AST). The theory af{fT_s + A52 is finitely
consistent.

Proof. Fix o € N-fn and let T be the theory with the
language € , = , o« and as axioms of T we accept all sta-
tements of this language which are true in the model {V,E}? .
Thus T is finitely consistent and hence there is a model

tt = 44,5,1,&1"  of J so that A is countable. Every
subclass of A can be coded by a set using the axiom A5 and

hence it is sufficient to realize that (L is an interpre-
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tation of AS’!’_5 + A52 in AST. This follows from the first
metatheorem of § 5 since mhea Er{&¢

and < Set® (sN &),
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