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SVAZEK 13 (1968) APLIKACE MATEMATIKY ClsLo 1

LEAST SQUARES, SINGULAR VALUES
AND MATRIX APPROXIMATIONS')

GEeNE HowArD GoLus

0. Let A be a real, m x n matrix (for notational convenience we assume that
m = n). It is well known (cf. [6]) that

(0.1) A=UzyT
where
vut=1,, vwr=1,
and
Oysenns 0
z= 0, ...,0,

0 _}(m—n)xn.

The matrix U consists of the orthonormalized eigenvectors of 44T, and the matrix V
consists of the orthonormalized eigenvectors of ATA. The diagonal elements of X
are the non-negative square roots of the eigenvalues of A7A; they are called singular
values or principal values of A. Throughout this note, we assume

61;622---201120-

Thus if rank (4) =r, 0,4y = 0,,, = ... = 0, = 0. The decomposition (0.1) is
called the singular value decomposition.

In this paper, we shall present a numerical algorithm for computing the singular
value decomposition.

1. The singular value decomposition plays an important role in a number of least
squares problems, and we will illustrate this with some examples. Throughout this
discussion, we use the euclidean or Frobenius norm of a matrix, viz.

4] = (Tl
. JJ
1) This work was in part supported by NSF and ONR.
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A. Let %, be the set of all n x n orthogonal matrices. For an arbitrary n x n

real matrix A, determine Q € %, such that
[4-0|<||4-X| forany Xew,.
It has been shown by FAN and HorpMAN [2] that if

A=UIVT, then Q =UVT.

B. An important generalization of problem A occurs in factor analysis. For

arbitrary n x n real matrices 4 and B, determine Q € %, such that
|4 - BO| <4 - BX| forany Xe,.
It has been shown by GREEN [5] and by SCHONEMANN [9] that if

BTA = UZVT, then Q = UVT.

C. Let 4 be theset of all m x n matrices of rank k. Assume A e ./Z%),.
mine Be 4%, (k < r) such that

|4 —B|| <|4—-X| forall Xe.ux),.

It has been shown by ECKART and YOUNG [1] that if

(1.1) A=UZVT, then B=UQVT"
where

0y, 0, ,0

0, ;.. 0
(1.2) Q= ...fT.Z .......

0, 0, , Oy

0

Note that
(1.3) |4 - B|| =2 - Q = (o8, + ... + a})"2.

Deter-

D. An n x m matrix X is said to be the pseudo-inverse of an m x n matrix A

if X satisfies the following four properties:

i) AXA = 4,
i) XAX =X,
iii) (4X)T = 4X,
iv) (X4)T = XA.

We denote the pseudo-inverse by A*. We wish to determine A* numerically. It can

be shown [8] that A* can always be determined and is unique.

45



It is easy to verify that

(1.4) AT =vaut
where
| 3
—, 0, ,0
gy
O, 1’ LS 0
A= b
0. 0. ...
0”
- OJ nxm.

In recent years there have been a number of algorithms proposed for computing
the pscudo-inverse of a matrix. These algorithms usually depend upon a knowledge
of the rank of the matrix or upon some suitably chosen parameter. For example
in the latter case, if one uses (1.4) to compute the pscudo-inverse, then after one has
computed the singular value decomposition numerically it is necessary to determine
which of the singular values are zero by testing against some tolerance.

Alternatively, suppose we know that the given matrix 4 can be represented as
A =B+ 6B
where 0B is a matrix of perturbations and
loB] <.
Now, we wish to construct a matrix B such that

4Bl <
and
rank (B) = minimum .

This can be accomplished with the aid of the solution to problem (C). Let

B, = UQVT
as in equation (1.2).
Then using (1.3),
B=B8,
if
(6341 + 024a + ...+ 02) 2 <y
and

(62 + 024y + ... + 0) 2 > 1.
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Since rank (B) = p by construction,
B* =vQyuUT.

Thus, we take B as our approximation to A%,

E. Let A be a given matrix, and let b be a known vector. Determine a vector x
such that for

“b - A.\‘H2 = min and ”\”2 = min,

where ||y], = (3 y7)"/? for any vector y. It is casy to verify that x = A*b.

A norm is said to be unitarily invariant if “AU“ = H VA|| = “A“ when U*U =1
and V*V = I. FAN and HorrMaN [2] have shown that the solution to problem (A)
is the same for all unitarily invariant norms and MIRskY [7] has proved a similar
result for the solution to problem (C).

2. In [4] it was shown by GoLuB and KAHAN that it is possible to construct

a sequence of orthogonal matrices {P®};_;, {0®};Z] via Householder transform-
ation so that

pmpe=1  pM oMo o= = pT40 = J
and J is an m x n bi-diagonal matrix of the form

®yg5 /))19 0> T O
0, oy f5...,0

0.. J}(m —n)xn.

The singular values of J are the same as those of A. Thus if the singular value de-
composition of
J=XxzYT
then
A= PXzyTQr
so that U = PX, V = QY.

A number of algorithms were proposed in [4] for computing the singular value
decomposition of J. We now describe a new algorithm, based on the QR
algorithm of FRANCIS [3], for computing the singular value decomposition of J.

Let

0 o ]
o, 0 By 0
By 0 o
K = o
0 o,
B o, 0 _|2n x 2n.
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It can be shown [4] that K is a symmetric, tri-diagonal matrix whose eigenvalues
arc -+ singular values of J. One of the most effective methods of computing the
eigenvalues of a tri-diagonal matrix is the QR algorithm of Francis, which proceeds
as follows:
Begin with the given matrix K = K,. Compute the factorization
K, = MR,

where M{M, =1 and R, is an upper triangular matrix, and then multiply the
matrices in reverse order so that

K, = RM, = McT)IKoMm

Now one treats K in the same fashion as the matrix K,, and a sequence of matrices
is obtained by continuing ad infinitum. Thus

Ki=MR; and Ky, = RM; = M; Ry,
so that
Kipy=MKM, = MIMT_, ... MYKM M, ... M;.

The method has the advantage that K; remains tri-diagonal throughout the comput-
ation.

For suitably chosen shift parameters s;, we can accelerate the convergence of the
QR method by computing

(2.1) (K; —sd)=MR;, RM; +sI=K,.

Unfortunately, the shift parameter s; may destroy the zeroes on the diagonal of K.
Since the eigenvalues of K always occur in pairs, it would seem more appropriate
to compute the QR decomposition of -

(Ki = sid) (K; + s.d) = K — 571
so that
MR, = K} — 5.

It has been shown by Francis that it is not necessary to compute (2.1) explicitly
but it is possible to perform the shift implicitly. Let

(N} ={M},, k=12,...,2n.

(i.e., the elements of the first column of N are equal to the elements of the first column
of M) and
NN, =1.
Then if
i) Ty = NTK.N,,
ii) T4, is a tri-diagonal matrix,
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iii) K;is non-singular,
iv) the sub-diagonal clements of T;;; arc positive,

it follows that T;,; = K;,,.

The calculation proceeds quite simply. Dropping the iteration counter i), let

(M (p+1)(r+2)

{ -
0
1
cos 0, 0, sin 0, (p)
Z,= 0, 1, 0 (p+1)
sinf,, 0, —cos0, (p+2)
1
0
| 112n x 2n.
Then cos 6, is chosen so that
{Z(K* = D)} =0 for k=23,..2n.
Then the matrix
[0 oy 0 d ]
a; 0 B 0
0 B . o
Z,KZ, =|d, . B2 ;
B>
0 Lo,
L an 0 -

and
T=Zopr . ZsKZy ... Zgps
where Z,, ..., Z,,_, are constructed so that T'is tri-diagonal. The product of all the

orthogonal transformations which gives the singular values yields the matrix of
orthogonal eigenvectors of K. For ease of notation let us write

ij-—l = O(_’-, ]= 1,2,...,”,

ﬁja ]=1,2,,n~1

Il

Vaj
Then explicitly, the calculation goes as follows: Dropping the iteration counter i,
Yo =71 — 5%, do=7172-
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For j=0,1,...,2n — 3,
r;= (yjl + 6112_)1/2 ,
SiN0; = d,fr;, cos0; =y,lr;,
Vi= rj,
)71'1-1 = '};H‘l Ccos Oj + )Afj+2 sin oj 5
Viva = Fir18in 0; —9;.,cos0;,
Divs = ~7;+3c080;,
diyy = P43 8in 0;.
In the actual computation, no additional storage is required for
{‘?j’ :})’ja ?1}
since they may overwrite {y ;}. Furthermore, only one element of storage need be

reserved for {d;}. When |)’zn_2| is sufficiently small, |y,,_,| is taken as a singular
value and n is replaced by n — 1.

Now let us define

[p2 +1] [p2 +2]

1 _
0
1
W= cos 0, sin 0, [p2 + 2]
r sin 0, —cos 0, [p/2 + 1]
1
0 .
B 1lnxn

where cos 0, is defined as above. It has been pointed out to the author by J. H. WiL-
KINSON that the above iteration is equivalent to forming

J =Wz oo WyW IWoW, ... Wy
where J is again a bi-diagonal matrix. Thus,
X = H(W({’ng) Wz‘:;’_3),
Y=TI(wew ... wi,).

An ALGOL procedure embodying these techniques will soon be published by
Dr. PETER BUSINGER and the author.
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