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WHY ARE THE MESHLESS METHODS USED?

Vratislava Mošová

1. A bit about meshless methods

Meshless (or meshfree) methods are a useful tool for solving partial differential
equations. These methods are often compared with the Finite Element Methods. The
FEM are essentially applications of the Galerkin method to the weak formulation
of a given problem and use spline spaces as approximating subspaces. The basic
difference between the FEM and the meshless methods consists in the construction
of the approximating space. In the meshless methods, this space is formed by shape
functions. The following property plays a fundamental role in construction of these
functions.

Definition 1 Let x1, x2, . . . , xN be arbitrarily spaced points (called particles) in
the domain Ω ⊂ Rn. The functions {ΨI}N

i=1 that are defined on Ω form the partition
of unity of s consistency if for every monomial p(x) ∈ Ps

N∑
I=1

ΨI(x)p(xI) = p(x) ∀x ∈ Ω. (1)

Different meshless methods construct the partition of unity in different ways.
Shape functions in Smooth Particle Hydrodynamic Method (SPHM, see [10]), Re-
producing Kernel Particle Method (RKPM, see [4], [5]), and Reproducing Kernel
Hierarchical Partition of Unity Method (RKHPUM, see [9]) are derived to repro-
duce the kernel (in the integral form) of the approximated functions. Diffuse Ele-
ment Method (DEM, see [11]) and Element-Free Galerkin Method (EFGM, see [3])
are based on a moving least squares procedure. Partition of Unity (PU, see [1]),
hp-clouds (see [7]) and Generalized Finite Element Method (GFEM, see [1], [2])
are methods where functions from the approximating space are products of func-
tions from an extrinsic basis (its components form a partitition of unity) and from
an intrinsic basis (its components include important features of the solution in the
approximation space).

In this contribution, we give some illustrative examples and we study the behav-
iour of their solutions obtained by means of the FEM, the RKPM and the RKHPUM,
and then we show some problems that can be successfully solved by means of mesh-
less methods.
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2. Meshless methods and solution of Helmholtz equation

Example 1 Consider the following 1D boundary value problem:

u′′(x) + 162u(x) = x, x ∈ (0, 1), (2)

u′(0) = u′(1) = 0. (3)

We seek a weak solution of the given problem, it means u ∈ W 1,2(0, 1) such that

−
∫ 1

0

(u′v′) dx + 162

∫ 1

0

uv dx =

∫ 1

0

xv dx, ∀v ∈ W 1,2(0, 1). (4)

a) Figure 1 shows the situation when we solve problem (2), (3) by the FEM
with N=11 nodes and linear approximation of solution. This solution is very poor.
Let u be the exact solution and u its FEM approximation. The dependence of the
approximation error maxx|u− u| on the number of nodes is given in Figure 2. Note
that the accuracy can be significantly improved if we use a cubic spline approximation
of the solution.
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Fig. 1: FEM – the approximation and the
exact solution
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Fig. 2: FEM – dependence of the approx-
imation error on the number of nodes

b) We find an approximation of the weak solution of equation (4) by means of
the RKPM now. Suppose that uniformly distributed particles x1, . . . xN ∈ 〈0, 1〉, the
polynomial basis p(x) = (1, x), the weight function

w(x) =

{
(1− x2)2 for |x| < 1,

0 otherwise,

and a dilatation parametr R are given. Then the shape functions have the form

ΨI(x) = p

(
x− xI

R

)
b(xI) w

(
x− xI

R

)
, I = 1, . . . N. (5)
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Here b is the solution of the system M(x)b(x) = (1, 0)T with the moment matrix

M(x) =

(
m0(x) m1(x)
m1(x) m2(x)

)
, mi(x) =

∫ 1

0

(y−x)iw

(
y − x

R

)
dy, i = 0, 1, 2. (6)

If we replace u in the weak formulation (4) by its approximation u(x) =
∑N

I=1 ΨI(x)UI

and v by ΨJ(x) for J = 1, . . . , N , we receive the system of linear equations

AU = f,

where U = (U1, ..., UN)T , f = (f1, . . . , fN)T , fI =
∫ 1

0
xΨI(x) dx,

A = (aI,J)N
I,J=1 , aI,J =

∫ 1

0

(
162ΨI(x)ΨJ(x)−Ψ′

I(x)Ψ′
J(x)

)
dx.

The approximation u for N = 11, R = 0.3, and the exact analytical solution u are
drawn in Figure 3. The behaviour of the error |u− u| is ilustrated in Figure 4.
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Fig. 3: RKPM – the approximation and
the exact solution
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Fig. 4: RKPM – the error u− u

c) We receive a better approximation if we solve the given problem by means of
the RKHPUM. In this case, the following shape functions are constructed:

Ψ0
I(x) = p

(
x− xI

R

)
b0(xI) w

(
x− xI

R

)
, Ψ1

I(x) = p

(
x− xI

R

)
b1(xI) w

(
x− xI

R

)
,

where b0, b1 are solutions of the systems M(x)b0(x) = (1, 0)T , M(x)b1(x) = (0, 1)T

and the moment matrix M has the form (6). We insert the approximation

u(x) =
11∑

I=1

Ψ0
I(x)U0

I +
10∑

I=2

Ψ1
I(x)U1

I

into the weak formulation (4) and solve the resulting linear system. We can see in
Figure 5 and Figure 6 that the accuracy of the solution has improved considerably.
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Fig. 5: RKHPUM – the approximation
and the exact solution
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Fig. 6: RKHPUM – the error u− u

Example 2 Let Ω = 〈0, 1〉 × 〈0, 1〉,

∆u(x, y) + 162u(x, y) = 1 in Ω, (7)

∂u(x, y)

∂n
= 2 on ∂Ω. (8)

We seek a weak solution of this problem, it means u ∈ W 1,2(Ω) such that

−
∫∫

Ω

∇ u∇ v dx dy +

∫

∂Ω

2v ds + 162

∫∫

Ω

uv dx dy =

∫∫

Ω

1v dx dy, ∀v ∈ W 1,2(Ω).

(9)
We develop the approximation of this solution by means of the RKHPUM for par-
ticles (xI , yI), I = 1, . . . , N, uniformly distributed inside Ω, the polynomial basis
p(x, y) = (1, x, y), a dilatation parametr R, and the weight function

w(x, y) =

{
((1− x2)(1− y2))

2
for |x| ≤ 1, |y| ≤ 1,

0 otherwise.

In this case, the shape functions are of the form

Ψα
I (x, y) = p

(x− xI

R
,
y − yI

R

)
bα(xI , yI) w

(x− xI

R
,
x− yI

R

)
,

for α = (0, 0), (1, 0), (0, 1), where vectors bα satisfy M(x, y)b(0,0)(x, y) = (1, 0, 0)T ,
M(x, y)b(1,0)(x, y) = (0, 1, 0)T , M(x, y)b(0,1)(x, y) = (0, 0, 1)T , with

M(x, y) =




m00(x, y) m10(x, y) m01(x, y)
m10(x, y) m20(x, y) m11(x, y)
m01(x, y) m11(x, y) m02(x, y)


 , (10)

mij(x, y) =

∫∫

Ω

(
x̃− x

R

)i (
ỹ − y

R

)j

w

(
x̃− x

R
,
ỹ − y

R

)
dx̃ dỹ, i, j = 0, 1, 2. (11)
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Here we put

u(x, y) =
N∑

I=1

Ψ
(0,0)
I (x, y)U

(0,0)
I +

N∑
I=1

(Ψ
(1,0)
I (x, y)U

(1,0)
I + Ψ

(0,1)
I (x, y)U

(0,1)
I ) (12)

into the weak formulation (9) and solve the resulting system of linear equations.
The graph of the approximation for N = 100 is plotted in Figure 7. This graph
is very close to the graph of the analytical solution. The approximation errors√∑20

i=0

∑20
j=0(u( i

20
, j

20
)− u( i

20
, j

20
))2/

√∑20
i=0

∑20
j=0(u( i

20
, j

20
))2 are depicted in Figure 8.

The RKHPUM approximation u is computed for 25,36,49,64,100 particles.

Fig. 7: RKHPUM approximation
(N = 100)
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Fig. 8: RKHPUM – dependence of the ap-
proximation error on the number of nodes

3. Properties and advantages of the meshless methods

We demonstrated the construction of shape functions by means of the RKPM
and the RKHPUM in the examples above. We saw that the considered meshless
methods produce quite accurate results for h = 0.1. To achieve similar or even
higher accuracy, we needed a number of particles that was significantly lower than
the number of FEM nodes.

To realize meshless methods, no explicitly given mesh is required. The con-
struction of shape functions needs no connectivity information. The size of support
and smoothness of shape functions depend on the given dilatation parameter and
on the chosen weight function only. The fact that no mesh has to be generated is
appreciated in solving 3D structural mechanics problems (see [7]), in dealing with
large deformations (see [4], [5]), or when we work with data received from computer
tomography (CT) or magnetic resonance imaging (MRI) (see [6]).

The second advantage of meshless methods consists in the range in which shape
functions can be constructed. It is possible to build shape functions with high reg-
ularity and to successfully solve higher order differential equations (see [8]) or to
define shape functions that respect the local behaviour of the solution (see [12], [2]).
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The meshless methods can be understood as an alternative to the FEM. For
“simple” problems it is better to use the FEM, but in the specific problems mentioned
above we prefer the meshless methods.
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[1] I. Babuška, U. Banerjee, J.E. Osborn: Survey of meshless and generalized finite
element methods: An unified approach. Acta Numer., 2003, 1–125.
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