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Abstract. We consider a model coupling the Darcy equations in a porous medium with the
Navier-Stokes equations in the cracks, for which the coupling is provided by the pressure’s
continuity on the interface. We discretize the coupled problem by the spectral element
method combined with a nonoverlapping domain decomposition method. We prove the
existence of solution for the discrete problem and establish an error estimation. We conclude
with some numerical tests confirming the results of our analysis.
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1. Introduction

The filtration of fluids through porous media appears in several areas of medicine,

engineering or geophysical systems. At high flow velocities in the pores, such phe-

nomena can be modeled by the coupled Navier-Stokes-Darcy equations and have

been extensively studied in the literature [5], [14], [17], [22]. Several types of cou-

pling have been introduced, see [10], [21], [26], and the transmission conditions at

the interface are yet the subject of controversy. It is usual to approximate the fluid

motion near the true boundary by a condition for the tangential velocity and an

ambiguity is implied by the notion of a true boundary for a permeable material.

In [6], the authors establish, empirically, the well-known Beavers-Joseph interface

condition: The tangential component of the normal stress, that the free flow incurs

along the interface, is proportional to the jump in the tangential velocity. In [26],

Saffman proposes a simplification of the interface condition observed by Beavers and

Joseph in [6], which has been obtained rigorously in [25] by the authors. In [13],

c© Institute of Mathematics, Czech Academy of Sciences 2022.

DOI: 10.21136/AM.2022.0372-20 445

http://dx.doi.org/10.21136/AM.2022.0372-20


the authors investigate the well-posedness of a coupled Stokes-Darcy model with

Beavers-Joseph interface conditions.

In [7], the authors consider a model for a laminar flow of a river over a porous

rock. The coupling is guaranteed by the continuity of the normal velocities and the

normal stresses at the interface. They discretize each sub-domain by finite element

method independently and use the mortar technics. In [10], the authors introduced

new coupling conditions for a Darcy-Stokes problem. The continuity of the normal

stress is approximated by the continuity of the pressure on the interface at high

Reynolds number. They establish the existence and uniqueness of solution, propose

a mixed finite element discretization and present a priori and a posteriori analysis.

In this paper, we consider the model introduced in [10] with the Navier-Stokes

equations for the free fluid and the same interface conditions. Although in general the

permeability exhibits strong variations and is usually not very smooth, we assume,

as is frequent, that all physical parameters are constant. We introduce the vorticity

as a new variable and rewrite the problem in terms of velocity, vorticity and pressure.

Such a formulation motivated by the numerical simulations in computational fluid

dynamics was firstly proposed in [18], [19]. One of its advantages is the possibility of

considering the boundary conditions in a very general way. From the numerical point

of view, the discretization can be seen as a conforming approximation of velocity field

in the H(div,Ω) Sobolev space and the vortex can be calculated accurately without

subjecting it to the errors on the velocity’s calculations. This can be more interesting

for some industrial applications.

We write the weak associated formulation. We discretize by the spectral element

method combined with a conform nonoverlapping domain decomposition method.

We prove the existence of solution for the discrete problem, we then establish an error

estimation. We linearize the discrete problem by a Newton method and conclude

with some numerical tests.

An outline of the paper is as follows.

⊲ In Section 2, we recall from [24] the variational formulation of the continuous

problem and some of its properties.

⊲ In Section 3, we describe the discrete problem and prove an existence and unique-

ness result.

⊲ In Section 4, we prove the optimal error estimates.

⊲ Numerical results are presented in Section 5.
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2. The velocity, vorticity and pressure formulation

We consider a flow problem of an incompressible viscous fluid in cracked porous

medium. We are interested in a model that couples the Darcy equations in the middle

with the Navier-Stokes equations in cracks and for which the coupling conditions

involve the continuity of the pressure on the interface. The model we advocate is the

one introduced in [10] with the Navier-Stokes equations instead of the Stokes ones.

Keeping the notations of [10], we consider two bounded connected open domains Ω

and ΩF in Rd, d = 2 or 3, with Lipschitz-continuous boundaries, such that ΩF is

contained in Ω and ΩF is simply connected and has a connected boundary. We set

ΩP = Ω \ ΩF and Γ = ∂ΩF the interface between ΩP and ΩF (see Figure 1). Let n

stand for the unit outward normal vector to ΩP on its boundary ∂ΩP .

ΩF

ΩP

Γ

Figure 1. Bidimensional domain: Γ is the interface between ΩF and ΩP .

We recall from [24] the following system of equations:

(2.1)





µu+∇p = f in ΩP ,

ν curl ω + ω × u+∇p = f in ΩF ,

divu = 0 in ΩP and ΩF ,

ω = curl u in ΩF ,

u · n = 0 on ∂Ω,

(u|ΩP
− u|ΩF

) · n = 0 on Γ,

p|Ωp
− p|ΩF

= 0 on Γ,

ω|ΩF
× n = 0 on Γ.

The unknowns are the velocity u, the pressure p and the vorticity ω = curl u as new

unknown in ΩF , f represents a density of body forces. The parameters µ and ν are

positive constants and denote the ratio of the viscosity of the fluid to, respectively,

the permeability of the medium and the viscosity of the fluid.
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To write a variational formulation of (2.1), we introduce the Hilbert spaces

L2
0(Ω) =

{
q ∈ L2(Ω),

∫

Ω

q(x) dx = 0

}
,(2.2)

H(div,Ω) = {v ∈ L2(Ω)d, div v ∈ L2(Ω)},(2.3)

provided respectively with the norms

‖q‖L2
0(Ω) = ‖q‖L2(Ω) =

(∫

Ω

q2(x) dx

)1/2

,(2.4)

‖v‖H(div,Ω) = (‖v‖2L2(Ω)d + ‖ div v‖2L2(Ω))
1/2,(2.5)

and the closed subspace of H(div,Ω)

(2.6) H0(div,Ω) = {v ∈ H(div,Ω); v · n = 0 on ∂Ω}.

We define the space of the curl operator

(2.7) H(curl ,ΩF ) = {v ∈ L2(ΩF )
d(d−1)/2

; curl v ∈ L2(ΩF )
d
}

and its subspace

(2.8) H0(curl ,ΩF ) = {θ ∈ H(curl ,ΩF ); γt(θ) = on ∂ΩF },

provided with the graph norm

(2.9) ‖θ‖H(curl ,ΩF ) = (‖θ‖2L2(ΩF )d + ‖ curl θ‖2L2(ΩF )d(d−1)/2)
1/2.

For a data f in H0(div,Ω)
′, the variational problem associated with (2.1) writes:

Find (ω,u, p) in H0(curl ,ΩF )×H0(div,Ω)× L2
0(Ω) such that

(2.10)





a(ω,u;v) +K(ω,u;v) + b(v, p) = 〈f ,v〉 ∀v ∈ H0(div,Ω),

b(u, q) = 0 ∀ q ∈ L2
0(Ω),

c(ω,u;ϕ) = 0 ∀ϕ ∈ H0(curl ,ΩF ),

where 〈·, ·〉 indicates the duality product between H0(div,Ω) and its dual space

H0(div,Ω)
′ and the bilinear forms a(·, ·; ·), b(·, ·) and c(·, ·; ·) are defined by:

a(ω,u;v) = µ

∫

ΩP

u(x) · v(x) dx+ ν

∫

ΩF

(curl ω)(x) · v(x) dx,

b(v, q) = −

∫

Ω

(div v)(x)q(x) dx,

and

c(ω,u;ϕ) =

∫

ΩF

ω(x)ϕ(x) dx−

∫

ΩF

u(x) · (curl ϕ)(x) dx.
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In contrast, the trilinear form K(·, ·; ·) is defined by:

K(ω,u;v) =

∫

ΩF

(ω × u)(x) · v(x) dx.

We note that K(·, ·; ·) is not necessarily defined for functions in the chosen spaces

for both the solutions and the test functions. We will see later that additional

assumptions are needed to ensure proper definition and continuity. Nevertheless, we

have the equivalence, proved in [24], between problems (2.1) and (2.10). We recall

from [24] the main arguments for proving the existence of a solution of problem (2.10).

It is readily checked that the kernels

(2.11) W = {v ∈ H0(div,Ω); ∀ q ∈ L2
0(Ω), b(v, q) = 0},

which coincides with the space of divergence-free functions in H(div,Ω) and

(2.12) W = {(θ,w) ∈ H0(curl ,ΩF )×W ; ∀ϕ ∈ H0(curl ,ΩF ), c(θ,w;ϕ) = 0}

which coincides with the spaces of pairs (θ,w) in H0(curl ,Ω) ×W such that θ is

equal to curl w in the distribution sense.

We notice that for any solution (ω,u, p) of problem (2.10), (ω,u) is a solution of

the following reduced problem:

Find (ω,u) in W such that

(2.13) ∀v ∈W, a(ω,u;v) +K(ω,u;v) = 〈f ,v〉 .

In [24] we showed the existence and the local uniqueness of the solution in a station-

ary regime using Brouwer’s fixed-point theorem. We conclude with some regularity

properties which can easily be derived from [1], Section 2, [15] and [16].

Proposition 2.1. The mapping: f 7→ (ω,u, p), where (ω,u, p) is the so-

lution of problem (2.10) with data f , is continuous from Hmax{0,s−1}(Ω)d into

Hs(ΩF )
d(d−1)/2 ×Hs−1(Ω)d ×Hs(Ω) for

(i) all s 6 1
2 in the general case,

(ii) all s 6 1 when Ω is convex,

(iii) all s < π/α in dimension d = 2 when Ω is a polygon with largest angle equal

to α.

Moreover, when the data f belong to L2(Ω)d, the pressure p belongs to H1(Ω),

together with the vorticity ω in dimension d = 2.
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3. The spectral discretization

3.1. The discrete spaces. From now on, we assume that Ω admits a disjoint

decomposition into a finite number of rectangles in dimension d = 2, rectangular

parallelepiped in dimension d = 3:

Ω2 Ω3 Ω4

Ω9 Ω1 Ω5

Ω8 Ω7 Ω6

x

y

Figure 2. Example of decomposition of domain Ω.

(3.1) Ω =

K⋃

k=1

Ωk, Ω1 = ΩF , ΩP =

K⋃

k=2

Ωk, Ωk ∩ Ωk′ = ∅, 1 6 k < k′ 6 K.

We assume, as it is classical, that the intersection of two subdomains Ωk and Ωk′ ,

1 6 k < k′ 6 K, if not empty, is either a vertex or a whole edge or a whole face of

both Ωk and Ωk′ , see Figure 2. We introduce the discretization parameter δ which

is here a K-tuple of positive integers Nk, 1 6 k 6 K, δ = (N1, N2, . . . , Nk). For any

non negative integer Nk, PNk
(Ωk) stands for the space of polynomials on Ωk with

degree 6 Nk with respect to each variable. For any triple (l,m, n) of non negative

integers we introduce:

⊲ in dimension d = 2, the space Pl,m(Ωk) of restrictions to Ωk of polynomials with

degree less than or equal to l with respect to x, less than or equal to m with

respect to y,

⊲ in dimension d = 3, the space Pl,m,n(Ωk) of restrictions to Ωk of polynomials with

degree less than or equal to l with respect to x, less than or equal to m with

respect to y and less than or equal to n with respect to z.

When l and m are equal to n, these spaces are simply denoted by Pn(Ωk).
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For each k, 1 6 k 6 K, and any integer Nk > 2, we define the spaces:

(3.2) Dk
Nk

=






PNk,Nk−1(Ωk)× PNk−1,Nk
(Ωk) if d = 2,

PNk,Nk−1,Nk−1(Ωk)× PNk−1,Nk,Nk−1(Ωk)

×PNk−1,Nk−1,Nk
(Ωk) if d = 3,

C1
N1

=

{
PN1(Ω1) if d = 2,

PN1−1,N1,N1(Ω1)× PN1,N1−1,N1(Ω1)× PN1,N1,N1−1(Ω1) if d = 3.

The broken norm on H0(div,Ω), making it a Hilbert space, is

‖v‖2
H(div,

⋃K
k=1 Ωk)

=

K∑

k=1

‖v‖2H(div,Ωk)
.

Inspired by [8], we define the discrete space of velocities Dδ, closed in H0(div,Ω) by

(3.3) Dδ = {vδ ∈ H0(div,Ω), vδ|Ωk
∈ Dk

Nk
, 1 6 k 6 K}.

The discrete space CN1 , which will approach H0(curl ,ΩF ), is different according to

the dimension and is defined by

(3.4) CN1 = C1
N1

∩H0(curl ,ΩF ).

Finally, for the approximation of L2
0(Ω), we consider the space Mδ:

(3.5) Mδ = {qδ ∈ L2
0(Ω); qδ|Ωk

∈ PNk−1(Ωk), 1 6 k 6 K}.

We can note that the functions in Dδ have continuous normal traces through the

interfaces
⋃

16k 6=k′6K

∂Ωk ∩ ∂Ωk′ while the functions in CN1 have continuous traces

in dimension d = 2, continuous tangential traces in dimension d = 3. Therefore, the

discretization that we propose is perfectly conforming.

We note that divDδ ⊂ Mδ, since for vδ ∈ Dδ, div vδ|Ωk
∈ PNk−1

(Ωk) and by Stokes

formula we have

∫

Ω

div vδ(x) dx =

K∑

k=1

∫

Ωk

div vδ(x) dx =

K∑

k=1

∫

∂Ωk

vδ · nk dτ = 0.

We introduce the kernel Wδ by

(3.6) Wδ = {vδ ∈ Dδ; ∀ qδ ∈ Mδ, bδ(vδ, qδ) = 0}.

It is readily checked, by taking qδ equal to div vδ, that Wδ = Dδ ∩W.
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We now investigate some properties of the curl operator. We recall from [8],

Lemmas 3.3, 3.4 and 3.5, [23] and readily adapting proofs, that:

(1) curl CN1 =WN1 = DN1 ∩W , where DN1 = {v ∈ D1
N1
,v · n = 0 on ∂ΩF }.

(2) The kernel of the curl operator in CN1 is reduced to {0} in dimension d = 2 and

equal to the range of H1
0 (ΩF )∩ PN1(ΩF ) by the gradient operator in dimension

d = 3.

(3) There exists an operator AN1 from WN1 into CN1 which satisfies:

⊲ the fixed point property:

(3.7) ∀vN1 ∈WN1 , curl AN1(vN1) = vN1 ;

⊲ the orthogonality property in dimension d = 3:

(3.8) ∀µN1 ∈ H1
0 (ΩF ) ∩ PN1(Ω1), (AN1(vN1), grad µN1)N1 = 0;

⊲ the continuity: There exists a constant c independent of N1 such that

(3.9) ∀vN1 ∈WN1 , ‖AN1(vN1)‖H(curl ,ΩF ) 6 c‖vN1‖L2(ΩF )2 .

3.2. The quadrature formula and interpolation operators. Setting ξ0 = −1

and ξN = 1, we introduce the N−1 nodes ξj , 1 6 j 6 N−1, and the N+1 weights ̺j ,

0 6 j 6 N , of the Gauss-Lobatto quadrature formula on [−1, 1].

Denoting by PN (−1, 1) the space of restrictions to [−1, 1] of polynomials with

degree 6 N , we recall that the quadrature formula is exact for polynomials of degree

6 2N − 1, so the following equality holds:

(3.10) ∀ϕ ∈ P2N−1(−1, 1),

∫ 1

−1

ϕ(ζ) dζ =
N∑

j=0

ϕ(ξj)̺j .

We also recall [11], form. (13.20) the following property:

(3.11) ∀ϕN ∈ PN(−1, 1), ‖ϕN‖2L2(−1,1) 6

N∑

j=0

ϕ2
N (ξj)̺j 6 3‖ϕN‖2L2(−1,1).

On each Ωk, we take N = Nk and by homothety and translation we construct from ξkj
and ̺kj , 0 6 j 6 Nk:

⊲ the nodes ξ̃ ki and
˜̃
ξ k and the weights ˜̺ki and ˜̺̃k

i , 0 6 i 6 Nk, for d = 2;

⊲ the nodes ξ̃ ki ,
˜̃
ξ ki and

˜̃̃
ξ ki , and the weights ˜̺ki , ˜̺̃ki and

˜̺̃̃k
i , 0 6 i 6 Nk, for d = 3.
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This leads to a discrete product on all functions ϕ and ψ which have continuous

restrictions to all Ωk, 1 6 k 6 K:

(3.12) (ϕ, ψ)Nk
=





Nk∑
i=0

Nk∑
j=0

ϕ|Ωk
(ξ̃ ki ,

˜̃
ξ kj )ψ|Ωk

(ξ̃ki ,
˜̃
ξ kj )˜̺k ˜̺̃kj if d = 2,

Nk∑
i=0

Nk∑
j=0

Nk∑
l=0

ϕ|Ωk
(ξ̃ ki ,

˜̃
ξ kj ,

˜̃̃
ξ kl )ψ|Ωk

(ξ̃ k,
˜̃
ξ kj ,

˜̃̃
ξ kl )˜̺ki ˜̺̃kj

˜̺̃̃k
l if d = 3.

Also, we define the global scalar product on Ω by

(3.13) (ϕ, ψ)δ =

K∑

k=1

(ϕ, ψ)Nk
.

We define, for 1 6 k 6 K, Ik
δ as the Lagrange interpolation operator on all nodes

(ξ̃i,
˜̃
ξj) in dimension d = 2 and (ξ̃i,

˜̃
ξj ,

˜̃̃
ξk) in dimension d = 3, with values in

PNk
(Ωk) and the global interpolation operator Iδ, defined on continuous functions f

by (Iδf)|Ωk
= Ik

δ f|Ωk
, 1 6 k 6 K. So from (3.11), we have for any vδ:

(3.14) (f ,vδ)δ = (Iδf ,vδ)δ 6 3d‖Iδf‖L2(Ω)d‖vδ‖L2(Ω)d .

3.3. The discrete problem. From now on, we assume that the data f are

continuous on Ω. The discrete problem is constructed from (2.10) by using the

Galerkin method combined with numerical integration. It writes:

Find (ωN1 ,uδ, pδ) in CN1 × Dδ ×Mδ such that

(3.15)



aδ(ωN1 ,uδ;vδ) +KN1(ωN1 ,uN1 ;vN1) + bδ(vδ, pδ) = (f ,vδ)δ ∀vδ ∈ Dδ,

bδ(uδ, qδ) = 0 ∀ qδ ∈ Mδ,

cN1(ωN1 ,uN1 ; θN1) = 0 ∀θN1 ∈ CN1 ,

with uN1 = uδ|Ω1
, vN1 = vδ|Ω1

and where the bilinear forms aδ(·, ·; ·), bδ(·, ·) and

cN1(·, ·; ·) are defined, respectively, on (CN1×Dδ)×Dδ , Dδ×Mδ and (CN1×Dδ)×CN1

by:

(3.16) aδ(ωN1 ,uδ;vδ) = µ

K∑

k=2

(uNk
,vNk

)Nk
+ ν (curl ωN1 ,vN1)N1 ,

bδ(uδ, qδ) = −
K∑

k=1

(div vNk
, qNk

)Nk
,

cN1(ωN1 ,uN1 ; θN1) = (ωN1 , θN1)N1 − (uN1 , curl θN1)N1 .

The trilinear form KN1(·, ·; ·) is on the other hand defined by

(3.17) KN1(ωN1 ,uN1 ;vN1) = (ωN1 × uN1 ,vN1)N1 .
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3.4. Existence and uniqueness for the discrete solution. We notice that if

(ωN1 ,uδ, pδ) is a solution of problem (3.15), (ωN1 ,uδ) is a solution of the following

reduced problem:

Find (ωN1 ,uδ) in Wδ such that

(3.18) ∀vδ ∈Wδ, aδ(ωN1 ,uδ;vδ) +KN1(ωN1 ,uN1;vN1) = (f ,vδ)δ,

where Wδ is the kernel

(3.19) Wδ = {(θN1,vδ) ∈ CN1 ×Wδ; ∀ϕN1 ∈ CN1 , cN1(θN1 ,vN1 ;ϕN1) = 0}.

As it is classical, we first show the existence of the solution for this reduced problem.

Proposition 3.1. For each data f continuous on Ω, problem (3.18) admits a so-

lution (ωN1 ,uδ) in Wδ. Moreover, this solution satisfies

(3.20) ‖ωN1‖L2(ΩF )d(d−1)/2 + ‖uδ‖L2(Ω)d 6 cν−1‖Iδf‖L2(Ω)d

with a constant c independent of δ.

P r o o f. We introduce the mapping ϕδ: Wδ 7→ (Wδ)
′ defined as:

∀ (ωN1 ,uδ) ∈ Wδ ∀ (θN1 ,wδ) ∈ Wδ

〈ϕδ(ωN1 ,uδ), (θN1 ,wδ)〉 = aδ(ωN1 ,uδ;wδ) +KN1(ωN1 ,uN1 ;wN1)− (f ,wδ)δ.

We recall thatWδ is a space of finite dimension and that it is provided with the norm

(‖ωN1‖
2
L2(ΩF )d(d−1)/2 + ‖uδ‖

2
L2(Ω)d

)1/2

=

(
‖ωN1‖

2
L2(ΩF )d(d−1)/2 +

K∑

k=1

‖uNk
‖2
L2(Ωk)

d

)1/2

.

The mapping ϕδ being linear onWδ is therefore continuous. According to [24], (3.5)

we have

KN1(ωN1 ,uN1 ;uN1) = 0.

Then we have (following the notation in [23])

(3.21)

〈ϕδ(ωN1 ,uδ), (ωN1 ,uδ)〉 = aδ(ωN1 ,uδ;uδ) +KN1(ωN1 ,uN1 ;uN1)− (f ,uδ)δ

= µ
K∑

k=2

(uNk
,uNk

)Nk
+ ν(curl ωN1 ,uN1)N1 − (Iδf ,uδ)δ.
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According to the definition of Wδ, we have

cN1(ωN1 ,uN1 ;ωN1) = 0,

which gives

(3.22) (ωN1 ,ωN1)N1 = (uN1 , curl ωN1)N1 .

Using (3.11) in dimension 2, or (3.10) and then (3.11) in dimension 3, we have

(3.23) (ωN1 ,ωN1)N1 > ‖ωN1‖
2
L2(ΩF )d(d−1)/2

and

(3.24) (Iδf ,uδ)δ =

(Nk∑

i=0

Nk∑

j=0

Iδf(ξ̃
k
i ,

˜̃
ξ kj )uδ(ξ̃

k
i ,

˜̃
ξ kj )˜̺ki ˜̺̃kj

)

6

(Nk∑

i=0

Nk∑

j=0

(I2
δf(ξ̃

k
i ,

˜̃
ξ kj )˜̺ki ˜̺̃kj )

)1/2( Nk∑

i=0

Nk∑

j=0

(u2
δ(ξ̃

k
i ,

˜̃
ξ kj )˜̺ki ˜̺̃kj )

)1/2

6 3d/2‖Iδf‖L2(Ω)(uδ,uδ)
1/2
δ .

On the other hand, it follows from [8], Lemmas 3.3 and 3.5, that the rotational

operator sends CN1 to WN1 , i.e.,

∀uN1 ∈WN1 there exists ψN1 ∈ CN1 such that uN1 = curl ψN1 .

In addition, we have for a constant c independent of δ,

‖ψN1‖L2(ΩF )d(d−1)/2 6 c‖uN1‖L2(ΩF )d .

According to the definition of Wδ, we have

(uN1 ,uN1)N1 = (uN1 , curl ψN1)N1 = (ωN1 ,ψN1)N1

6 3d/2‖ωN1‖L2(ΩF )d(d−1)/23d/2‖ψN1‖L2(ΩF )d(d−1)/2

6 c3d‖ωN1‖L2(ΩF )d(d−1)/2‖uN1‖L2(ΩF )d

6 c3d‖ωN1‖L2(ΩF )d(d−1)/2(uN1 ,uN1)
1/2
N1
.

We deduce that

(3.25) (uN1 ,uN1)
1/2
N1

6 3dc‖ωN1‖L2(ΩF )d(d−1)/2 .
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Combining inequalities (3.21), (3.22), (3.23), (3.24) and (3.25), we obtain

(3.26) 〈ϕδ(ωN1 ,uδ), (ωN1 ,uδ)〉

> µ‖uδ‖
2
L2(ΩP )d + ν‖ωN1‖

2
L2(ΩF )d(d−1)/2

− 3d/2‖Iδf‖L2(Ω)d‖uδ‖L2(Ω)d

> min
( µ
3d
,

ν

2c13d/2

)
‖uδ‖

2
L2(Ω)d +

ν

2
‖ωN1‖

2
L2(ΩF )d(d−1)/2

− 3d/2‖Iδf‖L2(Ω)d‖uδ‖L2(Ω)d

> min
( µ
3d
,

ν

2c13d/2

)
‖uδ‖

2
L2(Ω)d +

ν

2
‖ωN1‖

2
L2(ΩF )d(d−1)/2

− 3d/2‖Iδf‖L2(Ω)d(‖uδ‖
2
L2(Ω)d + ‖ωN1‖

2
L2(ΩF )d(d−1)/2)

1/2

> min
(
min

( µ
3d
,

ν

2c13d/2

)
,
ν

2

)
(‖uδ‖

2
L2(Ω)d + ‖ωN1‖

2
L2(ΩF )d(d−1)/2)

− 3d/2‖Iδf‖L2(Ω)d(‖uδ‖
2
L2(Ω)d + ‖ωN1‖

2
L2(ΩF )d(d−1)/2)

1/2

with a constant c1 independent of δ.

Let us fix

µδ =
3d/2‖Iδf‖L2(Ω)d

min(min(µ/3d, ν/(2c13d/2)), ν/2)

and denote by Sµδ the sphere of radius µδ. We deduce from (3.26) that on the

sphere Sµδ we have

〈ϕδ(ωN1 ,uδ), (ωN1 ,uδ)〉 > 0.

We then have that ϕδ(·, ·) is continuous on Wδ and 〈ϕδ(ωN1 ,uδ), (ωN1 ,uδ)〉 > 0 for

all (ωN1 ,uδ) ∈ Wδ ∩ Sµδ.

So applying Brouwer’s fixed-point theorem (see [20], Chapter IV, Corollary 1.1),

there exists (θN1 ,wδ) ∈ Wδ ∩ Sµδ such that

〈ϕδ(ωN1 ,uδ), (θN1 ,wδ)〉 = 0,

that is, (ωN1 ,uδ) is a solution of the reduced problem (3.18). This solution checks

(3.20), because it is on the sphere Sµδ. �

We recall from [23] that there exists a constant β∗ independent of δ such that

(3.27) ∀ qδ ∈ Mδ, sup
vδ∈Dδ

bδ(vδ, qδ)

‖vδ‖H(div,Ω)
> β∗‖qδ‖L2(Ω).

Theorem 3.2. For any data function f continuous on Ω, the discrete prob-

lem (3.15) admits a solution (ωN1 ,uδ, pδ) ∈ CN1 × Dδ × Mδ. Moreover, (ωN1 ,uδ)

verifies (3.20).
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P r o o f. For a solution (ωN1 ,uδ) of (3.18), we get the pressure by writing:

(3.28) ∀vδ ∈ Dδ, bδ(vδ, pδ) = (f ,vδ)δ − aδ(ωN1 ,uδ;vδ)−KN1(ωN1 ,uN1 ;vN1).

We then have

∀vδ ∈ Wδ, bδ(vδ, pδ) = 0.

Condition (3.27) leads to the existence of a pressure pδ ∈ Mδ that verifies (3.28).

�

R em a r k 3.3. We note that Theorem 3.2 remains true when KN1(·, ·; ·) is re-

placed by K(·, ·; ·) in the discrete problem (3.15). In practice, we have to use a more

accurate quadrature formula, exact on P3N1−1(ΩF ), to evaluate the integrals appear-

ing in the non-linear term.

The corresponding discrete problem writes:

Find (ωN1 ,uδ, pδ) in CN1 × Dδ ×Mδ such that

(3.29)




aδ(ωN1 ,uδ;vδ) +K(ωN1,uN1 ;vN1) + bδ(vδ, pδ) = 〈f ,vδ〉 ∀vδ ∈ Dδ,

bδ(uδ, qδ) = 0 ∀ qδ ∈ Mδ,

cN1(ωN1 ,uN1 ;ϕN1) = 0 ∀ϕN1 ∈ CN1 .

The associated reduced problem reads:

Find (ωN1 ,uδ) in Wδ such that

(3.30) ∀vδ ∈Wδ, aδ(ωN1 ,uδ;vδ) +K(ωN1 ,uN1;vN1) = (f ,vδ)δ.

And it is precisely on this issue that we will study the convergence error.

4. Error estimate

We will now give an error estimate, in dimension d = 2, between the exact solution

of (2.10) and the discrete solution of (3.29). We set X = H0(curl ,ΩF ) ×W and

note by SD the Stokes-Darcy operator defined in the following way:

For any f ∈ H0(div,Ω)
′, SDf denotes the unique solution (ω,u) of the following

problem:

(4.1) Find (ω,u) in W such that for all v ∈W, a(ω,u;v) = 〈f ,v〉 .

We also introduce the mapping G defined from X into the dual space ofH0(div,Ω) by

(4.2) ∀ (ω,u) ∈ X ∀v ∈ H0(div,Ω), 〈G(ω,u),v〉 = K(ω,u;v)− 〈f ,v〉 .
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We recall that W ⊂ (H(div,ΩF ) ∩ H0(curl ,ΩF )) × (H0(div,ΩF ) ∩ H(curl ,ΩF )).

For d = 2, H0(curl ,ΩF ) = H1
0 (ΩF ) is embedded compactly in L

p(ΩF ) for all p <∞

and the spaceH0(div,ΩF )∩H(curl ,ΩF ) is embedded intoH
1/2(ΩF )

2, it is therefore

embedded compactly in L3(ΩF )
2 see [20]. The function G is then well defined and

continuous.

The reduced problem (2.13) can be written in the equivalent form:

(4.3)

{
Find (ω,u) ∈ X such that

(ω,u) + SDG(ω,u) = 0.

Turning to the discrete problem, we set Xδ = CN1 × Wδ and define the discrete

Stokes-Darcy operator SDδ by:

For f ∈ H0(div,Ω)
′, SDδf denotes the solution (ωN1 ,uδ) of the reduced discrete

problem:

(4.4) Find (ωN1 ,uδ) in Wδ such that ∀vδ ∈ Wδ, aδ(ωN1 ,uδ;vδ) = 〈f ,vδ〉 .

We recall from [23] the following results:

(1) The operator SDδ is well defined and satisfies the stability property

(4.5) ‖SDδf‖X 6 c sup
vδ∈Wδ

〈f ,vδ〉

‖vδ‖L2(Ω)d
.

(2) For any data f such that SDf ∈ Hs+1(ΩF )×Hs(Ω)
2
, s > 1, we have

(4.6) ‖(SD − SDδ)f‖X 6 cN−s
δ ‖SDf‖Hs+1(ΩF )×Hs(Ω)2 ,

where Nδ = minNk, 1 6 k 6 K, and c is a constant independent of δ.

We consider also the mapping Gδ defined from Xδ into the dual space of Dδ by

(4.7)

∀ (ωN1 ,uδ) ∈ Xδ ∀vδ ∈ Dδ, 〈Gδ(ωN1 ,uδ),vδ〉 = K(ωN1 ,uN1;vN1)− (f ,vδ)δ.

So, problem (3.30) can be written in the equivalent form:

(4.8) ∀ (ωN1 ,uδ) ∈ Xδ, (ωN1 ,uδ) + SDδGδ(ωN1 ,uδ) = 0.

From now on and as in [4], this will be a hypothesis which will guarantee the local

uniqueness by the theorem of local inversion.

Hypothesis 4.1. The pair (ω,u) is a solution of the reduced problem [24], (4.1)

such that the operator Id + SDDG(ω,u) is an isomorphism of X or equivalently

Id + SDDG(ω,u) is an isomorphism of H0(curl ,ΩF ) ×H0(div,Ω), where D is the

differential operator.
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Which translates by: For any function g ∈ H0(div,Ω)
′, the following linearized

problem:

Find (θ,w, r) in H0(curl ,ΩF )×H0(div,Ω)× L2
0(Ω) such that

(4.9)





a(θ,w;v) +K(ω,w;v) +K(θ,u;v) + b(v, r) = 〈g,v〉 ∀v ∈ H0(div,Ω),

b(w, q) = 0 ∀ q ∈ L2
0(Ω),

c(θ,w;ϕ) = 0 ∀ϕ ∈ H0(curl ,ΩF ),

has a unique solution (θ,w, r) and the mapping g 7→ (θ,w, r) is continuous from

H0(div,Ω)
′ into H0(curl ,ΩF )×H0(div,Ω)× L2

0(Ω).

Lemma 4.2. In dimension d = 2, we have for N1 > 5:

∀ωN1 ∈ CN1 , ∀uN1 ∈ DN1 , ∀vN1 ∈ DN1 ,(4.10)

|K(ωN1,uN1 ;vN1)| 6 c|log N1|
1/2‖ωN1‖H0(curl ,ΩF )‖uN1‖L2(ΩF )2‖vN1‖L2(ΩF )2 .

P r o o f. The proof is based on Sobolev inequalities [27], and the inverse inequal-

ity, see [9], Proposition 3.1. It is the same as [4], Lemma 3.4, since the Navier-Stokes

equations are considered here with a single domain. �

Lemma 4.3. In dimension d = 2, if Hypothesis 4.1 is verified, there exists an inte-

ger n0 such that for any Nδ = min(Nk)16k6K > n0, the operator Id+SDδDGδ(ω,u)

is an isomorphism of X . The norm of its inverse is bounded independently of δ.

P r o o f. (1) We write the expansion

(4.11) Id + SDδDGδ(ω,u) = Id + SDDG(ω,u) − (SD − SDδ)DG(ω,u)

− SDδ(DG(ω,u)−DGδ(ω,u)).

Moreover, it follows from the definition of G and Gδ that for all (θ,w) in X and

vδ ∈Wδ

〈DG(ω,u) · (θ,w),vδ〉 = K(ω,w;vδ) +K(θ,u;vδ),

〈DGδ(ω,u) · (θ,w),vδ〉 = K(ω,w;vδ) +K(θ,u;vδ),

so the last term in (4.11) vanishes. We now check that the second term tends to

zero. We have, by differentiation, for all (θ,w) in X ,

DG(ω,u) · (θ,w) = ω ×w + θ × u.

Using the formula

(4.12) curl (ω × u) = ∇ ω · u ∀ω ∈ H1(ΩF ), ∀u ∈W,

459



we get
curl (DG(ω,u) · (θ,w)) = curl (ω ×w + θ × u)

= curl (ω ×w) + curl (θ × u)

= ∇ ω ·w +∇ θ · u,

using the arguments of proof of Proposition 2.1, we get that SDDG(ω,u) · (θ,w) ∈

H2(ΩF )×H1(Ω)
2
. In addition, we have

(4.13) ‖SDDG(ω,u)(θ,w)‖H2(ΩF )×H1(Ω)2

6 c(‖ω‖Hs0+1(ΩF ) + ‖u‖Hs0(Ω)2)‖(θ,w)‖X .

Using (4.6) with s = 1, we get from (4.13):

‖(SD − SDδ)DG(ω,u)‖L 6 cN−1
δ ‖SDDG(ω,u)(θ,w)‖H2(ΩF )×H1(Ω)2 ,

where Nδ = min(Nk)16k6K and L(X ) is the space of linear continuous operators

from X into itself. So we have

(4.14) lim
Nδ→∞

‖(SD − SDδ)DG(ω,u)‖L = 0.

(2) If Hypothesis 4.1 is verified, we set

(4.15) ‖(Id + SDDG(ω,u))−1‖L = γ.

So from (4.14) there exists n0 ∈ N such that

∀Nδ > n0, ‖(SD − SDδ)DG(ω,u)‖L 6
1

2γ

and from (4.15) we then conclude that

‖(Id + SDδDGδ(ω,u))
−1‖L 6 2γ.

�

Lemma 4.4. In dimension d = 2, the mapping (ω,u) 7→ Id + SDδDGδ(ω,u) is

Lipschitzian in X and verifies:

(4.16) ‖SDδ(DGδ(ω,u)−DGδ(ω̃, ũ))‖L

6 c|logN1|
1/2(‖ω − ω̃‖H(curl ,ΩF ) + ‖u− ũ‖L2(Ω)2) ∀ (ω̃, ũ) ∈ X .
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P r o o f. Let (θ,w) ∈ X and vδ ∈ Wδ. We have from (4.7):

〈(DGδ(ω,u)−DGδ(ω̃, ũ)) · (θ,w),vδ〉 = K(ω − ω̃,w;vN1) +K(θ,u− ũ;vN1).

By using arguments of Lemma 4.2 we have

〈(DGδ(ω,u)−DGδ(ω̃, ũ))(θ,w),vδ〉

6 c|log N1|
1/2‖ω − ω̃‖H(curl ,ΩF )‖w‖L2(Ω)2‖vN1‖L2(ΩF )2

+ c|log N1|
1/2‖θ‖H(curl ,ΩF )‖u− ũ‖L2(Ω)2‖vN1‖L2(ΩF )2

6 c|log N1|
1/2(‖ω − ω̃‖H(curl ,ΩF ) + ‖u− ũ‖L2(Ω)2)

× (‖w‖L2(Ω)2 + ‖θ‖H(curl ,ΩF ))‖vN1‖L2(ΩF )2 ,

by the definition of the norm in L(X ) and according to (4.5), we obtain the result.

�

Lemma 4.5. In dimension d = 2, if we suppose that f belongs to Hσ(Ω)
d
, σ > 1,

and that the solution (ω,u, p) of problem (2.10) is in Hs+1(ΩF )×Hs(Ω)
2 ×Hs(Ω),

s > 1, we have the following estimation:

(4.17)

‖(ω,u) + SDδGδ(ω,u)‖X 6 c(N−s
δ ‖(ω,u)‖Hs+1(ΩF )×Hs(Ω)2 +N−σ

δ ‖f‖Hσ(Ω)2)

with Nδ = min(Nk)16k6K .

P r o o f. From (4.3), we have that (ω,u) is a solution of (ω,u)+SDG(ω,u) = 0,

so we have

(ω,u) + SDδGδ(ω,u) = (SDδ − SD)G(ω,u) + SDδ(Gδ(ω,u)−G(ω,u)).

Consequently, we get

(4.18)

‖(ω,u)+SDδGδ(ω,u)‖X 6 ‖(SD−SDδ)G(ω,u)‖X + ‖SDδ(Gδ(ω,u)−G(ω,u))‖X .

From (4.6) we have

(4.19) ‖(SD − SDδ)G(ω,u)‖X 6 cN−s
δ ‖SDG(ω,u)‖Hs+1(ΩF )×Hs(Ω)2

= cN−s
δ ‖(ω,u)‖Hs+1(ΩF )×Hs(Ω)2 .

On the other hand, we have that SDδ(G(ω,u) − Gδ(ω,u)) represents the solution

(ω∗
N1
,u∗

δ) of problem

aδ(ω
∗
N1
,u∗

δ;vδ) = 〈Gδ(ω,u)−G(ω,u),vδ〉 = (f ,vδ)δ − 〈f ,vδ〉 .
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Denote by Πk
Nk−1 the orthogonal projection operator from L2(Ωk) into PNk−1(Ωk).

We have

aδ(ω
∗
N1
,u∗

δ ;vδ) =

K∑

k=1

((f −Πk
Nk−1f ,vNk

)Nk
−
〈
f −Πk

Nk−1f ,vNk

〉
),

and then by using (4.5) we get

(4.20)

‖SDδ(Gδ(ω,u)−G(ω,u))‖X 6 c′
K∑

k=1

(‖f − Ik
δ f‖L2(Ω)2 + ‖f −Πk

Nk−1f‖L2(Ωk)
2).

By combining (4.18), (4.19), (4.20) and according to the approximation properties

of the operators Πk
Nk−1 and Ik

δ [11], Theorems 7.1 and 14.2, we get result (4.17).

We are now able to estimate the error between the solution (ω,u, p) of continuous

problem (2.10) and the discrete solution (ωN1 ,uδ, pδ) of discrete problem (3.29). �

Theorem 4.6. In dimension d = 2, let (ω,u) be a solution of problem (4.3) which

verifies Hypothesis 4.1. So there exists a neighborhood of (ω,u) such that for Nδ

big enough, problem (4.8) has a unique solution (ωN1 ,uδ) in this neighborhood. In

addition, if we suppose that f is in Hσ(Ω)
2
, σ > 1, we have the error estimations

(4.21) ‖ω − ωN1‖H(curl ,ΩF ) + ‖u− uδ‖H(div,Ω) 6 c⋆|log N1|
−1/2

and

(4.22) ‖ω − ωN1‖H(curl ,ΩF ) + ‖u− uδ‖H(div,Ω)

6 c(N−s
δ (‖ω‖Hs+1(ΩF ) + ‖u‖Hs(Ω)2) +N−σ

δ ‖f‖Hσ(Ω)2),

where c⋆ is a positive constant.

P r o o f. Combining (4.14), Lemma 4.3 and the Brezzi-Rappaz-Raviart theo-

rem [12], we get that for Nδ big enough, problem (3.30) admits a unique solution

(ωN1 ,uδ).

We define the following constants:

γδ = ‖(Id + SDδDG(ω,u))
−1‖L,

ηδ = ‖(ω,u) + SDδGδ(ω,u)‖X ,

B((ω,u);α) = {(ω̃, ũ) ∈ X ; ‖(ω̃, ũ)− (ω,u)‖X 6 α},

Lδ(α) = sup
(ω̃,ũ)∈B((ω,u),α)

‖SDδ(DGδ(ω̃, ũ)−DGδ(ω,u))‖L.

According to Lemma 4.3 and Lemma 4.5, we have γδ 6 2γ, where γ is the constant

given by (4.15) and lim
Nδ→∞

ηδ = 0.
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According to (4.16), we have on the ball B((ω,u), α) with α = 2γδηδ:

(4.23) γδ × Lδ(2γδηδ) <
1

2
.

From Lemma 4.3 and (4.23) we have according to Brezzi-Rappaz-Raviart theorem,

that problem (4.3) admits a unique solution (ωN1 ,uδ) in the ball B((ωN1 ,uδ), α)

with a radius α which satisfies γδ × Lδ(α) < 1. This solution (ωN1 ,uδ) verifies

(ωN1 ,uδ) + SDδGδ(ωN1 ,uδ) = 0,

and

‖ω − ωN1‖H(curl ,ΩF ) + ‖u− uδ‖H(div,Ω) 6 α 6 c⋆|log N1|
−1/2,

from which estimations (4.21) and (4.22) hold. �

Theorem 4.7. In dimension d = 2, we suppose that f belongs to Hσ(Ω)
2
, σ > 1

and that the solution (ω,u, p) of problem (2.10) belongs to Hs+1(ΩF ) ×Hs(Ω)
2 ×

Hs(Ω), s > 1, and satisfies Hypothesis 4.1. So there exists an integer N⋄ such that

for all Nδ > N⋄, problem (3.29) admits a unique solution (ωN1 ,uδ, pδ) such that

(4.24) ‖ω − ωN1‖H(curl ,ΩF ) + ‖u− uδ‖H(div,Ω) + |logN1|
−1/2‖p− pδ‖L2(Ω)

6 c(N−s
δ (‖ω‖Hs+1(ΩF ) + ‖u‖Hs(Ω)2 + ‖p‖Hs(Ω)) +N−σ

δ ‖f‖Hσ(Ω)2)

with Nδ = minNk, 1 6 k 6 K.

P r o o f. We consider the discrete problem: Find pδ ∈ Mδ such that

(4.25) bδ(vδ, pδ) = (f ,vδ)δ − aδ(ωN1 ,uδ;vδ)−K(ωN1 ,uN1;vN1) ∀vδ ∈ Dδ.

The inf-sup condition (3.27) ensures the existence and the uniqueness of the pres-

sure pδ.

Secondly, for any qδ ∈ Mδ we have

bδ(vδ, pδ − qδ) = b(vδ, p− qδ)− 〈f ,vδ〉+ (f ,vδ)δ + a(ω − ωN1 ,u− uδ;vδ)

+ (a− aδ)(ωN1 ,uδ;vδ) +K(ω,u;vN1)−K(ωN1 ,uN1 ;vN1).

According to (3.27), (4.10), and using the triangular inequality, we obtain

|logN1|
−1/2‖p− pδ‖L2(Ω)

6 c3N
−s
δ ((‖ω‖Hs+1(ΩF ) + ‖u‖Hs(Ω)2 + ‖p‖Hs(Ω)) +N−σ

δ ‖f‖Hσ(Ω)2).

This last result and estimation (4.22) give estimation (4.24). �
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5. Numerical studies

The unusual variational formulation of our problem requires a particular choice of

nodes. The resulting matrices are not familiar and do not exist, to our knowledge,

in the library of spectral codes. We linearize the discrete problem by a Newton

method and use the code developed in [23] for each Newton iteration. We consider

the domain Ω (Figure 3), broken into three subdomains. We solve locally Darcy’s

equations in Ω2 and Ω3, and Navier-Stokes equation in Ω1.

x

y

a b e
c

d

g
Domain Ω

Ω2

Ω3

Ω1

Figure 3. Domain of study.

For each iteration of the Newton method, we solve a problem of the formAX = F ,

where A is represented as follows

A =




DA1
I 0 0 DA1

Γ

0 NSA2
I 0 NSA2

Γ

0 0 DA3
I DA3

Γ

DL1
Γ NSL2

Γ DL3
Γ CΓ


 ;

DA1
I , DA

3
I and NSA

2
I present the matrices which act on internal nodes, in the

problem of Darcy and Navier-Stokes, respectively. These matrices have the following

forms: For j ∈ {1, 3}

DAj
I =



DAj

1,I 0 DBj
1,I

0 DAj
2,I DBj

2,I
tDBj

1,I
tDBj

2,I 0


 ,

NSA2
I =




NSA2
1,I 0 0 −NSB2

1,I

−NSA2
2,I 0 0 −NSB2

2,I

0 tNSB2
1,I

tNSB2
2,I 0

Cω −tNSA2
1,I

tNSA2
2,I 0


 .
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Above,

⊲ the matrices that start with D correspond to the problem of Darcy, and matrices

that start with NS correspond to the Navier-Stokes problem;

⊲ the matrices ending with the index I are internal nodes linked matrices, while those

that end in an index Γ represent the matrices associated with nodes in interfaces;

⊲ the matrices ending with the exponent 1, 2 or 3 are related to the domains Ω1, Ω2

or Ω3, respectively;

⊲ DA1
Γ, SA

2
Γ, DA

3
Γ correspond to the connections between the unknowns in Ωi and

which belong to the interfaces Γi, i ∈ {1, 2};

⊲ CΓ represents the relations between the unknowns on the interfaces Γi, i ∈ {1, 2};

⊲ X = t(X1
I , X

2
I , X

3
I , XΓ), where X

1
I , X

2
I , X

3
I are vectors having the values of the

solution (u, p, ω) on the internal nodes, andXΓ represents the values of the solution

on the interfaces Γi

X1
I = t(U1

I , P
1
I ), X

2
I = t(W,U2

I , P
2
I ), X

3
I = t(U3

I , P
3
I ), XΓ = t(XΓ1 , XΓ2);

⊲ F = t(F 1, F 2, F 3, GΓ) is the vector data on internal nodes with

F j = t(F j
1 , F

j
2 , G

j
b) for j = {1, 3}, F 2 = t(F 2

1 , F
2
2 , G

2
b , 0)

and GΓ is the data vector on Γi.

R em a r k 5.1. We do not have the same number of nodes on Ωi, since the dis-

crete spaces of the two problems, Stokes and Darcy, are different. Then matrices Qi

are used in the passage through the interfaces Γi.

In each iteration of Newton method, the linear problem AX = B is resolved by

an iterative method bicgstabl (in MATLAB software). We do not need more than 10

iterations ni of Newton method to obtain optimal convergence.

The number of iterations m in bicgstabl method (without preconditioning) in-

creases in function of the nodal number, whereas if we use, for example, ILU pre-

conditioner, m does not exceed 5 iterations.

5.1. First example. We begin with an example for which the analytical solution

is known:

(5.1) u(x, y) =

(
π sin(πx) cos(πy)

−π sin(πy) cos(πx)

)
, p(x, y) = xy3.

The domain is

Ω = ]−3, 1[× ]−1, 2[ \ ]−3,−1]× [1, 2[, Ω1 = ]−1, 1[× ]−1, 1[,

Ω2 = ]−3,−1[× ]−1, 1[, Ω3 = ]−1, 1[× ]1, 2[.
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We present in Figure 4 the isovalues of the discrete solution corresponding to (5.1).
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Figure 4. The discrete solution obtained from (5.1).

0.95 1.00 1.05 1.10 1.15 1.20 1.25 1.30 1.35

Convergence of the components

log10(N)

−14

−12

−10

−8

−6

−4

−2

lo
g
1
0
‖
er
ro
r‖

‖error(u)‖L2(Ω)2

‖error(u)‖H1(Ω)2

‖error(p)‖L2(Ω)

‖error(w)‖L2(Ω)

Figure 5. The discrete solution obtained from (5.1).

In Figure 5 we present the quantities

log10 ‖u− uN‖L2(Ω)2 , log10 ‖u− uN‖H1(Ω)2 ,

log10 ‖p− pN‖L2(Ω) and log10 ‖ω − ωN‖L2(Ω)
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as function of log10(N). We observe that the error between the exact solution and

the discrete one decreases when N increases, and it reaches a good convergence for

N = 24.

5.2. Second example. For the second experiment, we take

Ω = ]−2, 1[× ]−1, 2[ \ ]−2,−1]× [1, 2[, Ω1 = ]−1, 1[× ]−1, 1[,

Ω2 = ]−2,−1[× ]−1, 1[, Ω3 = ]−1, 1[× ]1, 2[.

The exact solution is now given by (5.2):

(5.2) u(x, y) =

(
(x2 − 1)3(y2 − 1)2(x+ 2)9/2(2− y)7/2(−7y2 + 8y + 3)

−(x2 − 1)2(y2 − 1)3(x+ 2)7/2(2 − y)9/2(7x2 + 8x− 3)

)
,

p(x, y) = cos(πx) cos(πy).

In this example, the velocity components are taken with limited regularities in order

to better assess the efficiency of our method.

Figure 6 presents the convergence of the relative errors in u, ω and p in the

L2(Ω)2, H1(Ω)2 and L2(Ω) norm in logarithmic scales, as function of N , for N vary-

ing from 12 to 36. In the second Example the convergence is slower than in the first

Example and this result is as expected and it has been proven in the theoretical part.
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Figure 6. Estimations of error of the discrete solution corresponding to (5.2).

5.3. Third example. In this example we present the isovalues of an unknown

solution, where

(5.3) f(x, y) =

{
y − y(x2 − 1)3(y2 − 1)2

x+ x(x2 − 1)2(y2 − 1)3
in Ω and g ≡ 0 on Γ,
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Figures 7, 8 present the isovalues of u and ω for N = 24.
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Figure 7. The discrete solution obtained from (5.3).
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Figure 8. The discrete solution obtained from (5.3).

6. Conclusion

In this paper, we treated a Navier-Stokes-Darcy coupling problem. We described

a discretization strategy based on the spectral method combined with a domain de-

composition method. We made the numerical analysis of the resulting problem. We

showed in particular the result of existence and uniqueness and established optimal

error estimates. Some significative numerical results are presented in dimension 2.

Much work associated with this coupling remains to be done.

We dealed here in Cartesian coordinates, but as suggested by several physical

situations, the problem may be treated in cylindrical coordinates [2], [3].
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[4] M.Azäıez, C.Bernardi, N.Chorfi: Spectral discretization of the vorticity, velocity and
pressure formulation of the Navier-Stokes equations. Numer. Math. 104 (2006), 1–26. zbl MR doi

[5] L.Badea, M.Discacciati, A.Quarteroni: Numerical analysis of the Navier-Stokes/Darcy
coupling. Numer. Math. 115 (2010), 195–227. zbl MR doi

[6] S.G. Beavers, D.D. Joseph: Boundary conditions at a naturally permeable wall. J. Fluid
Mech. 30 (1967), 197–207. doi

[7] C.Bernardi, T. ChacónRebollo, F. Hecht, Z.Mghazli: Mortar finite element discretiza-
tion of a model coupling Darcy and Stokes equations. ESAIM, Math. Model. Numer.
Anal. 42 (2008), 375–410. zbl MR doi

[8] C.Bernardi, N.Chorfi: Spectral discretization of the vorticity, velocity and pressure
formulation of the Stokes problem. SIAM J. Numer. Anal. 44 (2006), 826–850. zbl MR doi

[9] C.Bernardi, M.Dauge, Y.Maday: Polynomials in the Sobolev world. Available at
https://hal.archives-ouvertes.fr/hal-00153795v2 (2007), 112 pages.

[10] C.Bernardi, F. Hecht, O.Pironneau: Coupling Darcy and Stokes equations for porous
media with cracks. ESAIM, Math. Model. Numer. Anal. 39 (2005), 7–35. zbl MR doi

[11] C.Bernardi, Y.Maday: Spectral Methods. Handbook of Numerical Analysis. Volume 5
(P.G.Ciarlet, J. L. Lions, eds.). North-Holland, Amsterdam, 1997, pp. 209–485. zbl MR doi

[12] F.Brezzi, J. Rappaz, P. A.Raviart: Finite dimensional approximation of nonlinear prob-
lems. 1. Branches of nonsingular solutions. Numer. Math. 36 (1980), 1–25. zbl MR doi

[13] Y.Cao, M.Gunzburger, F. Hua, X.Wang: Coupled Stokes-Darcy model with Beavers-
Joseph interface boundary condition. Commun. Math. Sci. 8 (2010), 1–25. zbl MR doi

[14] P.Chidyagwai, B. Rivière: On the solution of the coupled Navier-Stokes and Darcy equa-
tions. Comput. Methods Appl. Mech. Eng. 198 (2009), 3806–3820. zbl MR doi

[15] M.Costabel, M.Dauge: Espaces fonctionnels Maxwell: Les gentils les méchants et les sin-
gularités. Available at https://www.yumpu.com/fr/document/read/7814987/espaces-
fonctionnels-maxwell-universite-de-rennes-1 (1998), 6 pages. (In French.)

[16] M.Costabel, M.Dauge: Computation of resonance frequencies for Maxwell equations in
non-smooth domains. Topics in Computational Wave Propagation: Direct and Inverse
Problems. Springer, Berlin, 2003, pp. 125–161. zbl MR doi

[17] M.Discacciati, A.Quarteroni: Navier-Stokes/Darcy coupling: Modeling, analysis, and
numerical approximation. Rev. Mat. Complut. 22 (2009), 315–426. zbl MR doi

[18] F.Dubois: Vorticity-velocity-pressure formulation for the Stokes problem. Math. Meth-
ods Appl. Sci. 25 (2002), 1091–1119. zbl MR doi

[19] F.Dubois, M. Salaün, S. Salmon: Vorticity-velocity-pressure and stream function-
vorticity formulations for the Stokes problem. J. Math. Pures Appl., IX. Sér. 82 (2003),
1395–1451. zbl MR doi

[20] V.Girault, P.-A.Raviart: Finite Element Methods for Navier-Stokes Equations: Theory
and Algorithms. Springer Series in Computational Mathematics 5. Springer, Berlin,
1986. zbl MR doi

[21] V.Girault, B.Rivière: DG approximation of coupled Navier-Stokes and Darcy equa-
tions by Beaver-Joseph-Saffman interface condition. SIAM J. Numer. Anal. 47 (2009),
2052–2089. zbl MR doi

469

https://zbmath.org/?q=an:0914.35094
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR1626990
http://dx.doi.org/10.1002/(SICI)1099-1476(199806)21:9<823::AID-MMA976>3.0.CO;2-B
https://zbmath.org/?q=an:1299.76049
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR3149400
http://dx.doi.org/10.1002/num.21794
https://zbmath.org/?q=an:1277.65101
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2968694
http://dx.doi.org/10.1051/m2an/2012018
https://zbmath.org/?q=an:1138.76052
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2232000
http://dx.doi.org/10.1007/s00211-006-0684-z
https://zbmath.org/?q=an:1423.35304
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2606960
http://dx.doi.org/10.1007/s00211-009-0279-6
http://dx.doi.org/10.1017/S0022112067001375
https://zbmath.org/?q=an:1138.76044
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2423791
http://dx.doi.org/10.1051/m2an:2008009
https://zbmath.org/?q=an:1117.65159
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2218971
http://dx.doi.org/10.1137/050622687
https://zbmath.org/?q=an:1079.76041
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2136198
http://dx.doi.org/10.1051/m2an:2005007
https://zbmath.org/?q=an:0884.65001
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR1470226
http://dx.doi.org/10.1016/S1570-8659(97)80003-8
https://zbmath.org/?q=an:0488.65021
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR0595803
http://dx.doi.org/10.1007/BF01395985
https://zbmath.org/?q=an:1189.35244
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2655899
http://dx.doi.org/10.4310/CMS.2010.v8.n1.a2
https://zbmath.org/?q=an:1230.76023
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2557499
http://dx.doi.org/10.1016/j.cma.2009.08.012
https://www.yumpu.com/fr/document/read/7814987/espaces-fonctionnels-maxwell-universite-de-rennes-1
https://www.yumpu.com/fr/document/read/7814987/espaces-fonctionnels-maxwell-universite-de-rennes-1
https://zbmath.org/?q=an:1116.78002
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2032869
http://dx.doi.org/10.1007/978-3-642-55483-4_4
https://zbmath.org/?q=an:1172.76050
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2553940
http://dx.doi.org/10.5209/rev_REMA.2009.v22.n2.16263
https://zbmath.org/?q=an:1099.76049
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR1924283
http://dx.doi.org/10.1002/mma.328
https://zbmath.org/?q=an:1070.76014
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2020806
http://dx.doi.org/10.1016/j.matpur.2003.09.002
https://zbmath.org/?q=an:0585.65077
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR0851383
http://dx.doi.org/10.1007/978-3-642-61623-5
https://zbmath.org/?q=an:1406.76082
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2519594
http://dx.doi.org/10.1137/070686081


[22] O.A. Logvinov, A.A.Malashin: Generalized Navier-Stokes-Darcy model. Eur. J. Mech.,
B, Fluids 63 (2017), 100–105. zbl MR doi

[23] Y.Mabrouki, S.M.Aouadi, J. Satouri: Spectral discretization of Darcy equations cou-
pled with Stokes equations by vorticity-velocity-pressure formulation. Numer. Methods
Partial Differ. Equations 33 (2017), 1628–1651. zbl MR doi

[24] Y.Mabrouki, J. Satouri: Analysis of a Navier-Stokes-Darcy coupling problem. Adv. Pure
Appl. Math. 7 (2016), 177–188. zbl MR doi

[25] A.Mikelic, W. Jäger: On the interface boundary condition of Beavers, Joseph and
Saffman. SIAM J. Appl. Math. 60 (2000), 1111–1127. zbl MR doi

[26] P.G. Saffman: On the boundary condition at the interface of a porous medium. Stud.
Appl. Math. 50 (1971), 93–101. zbl doi

[27] G.Talenti: Best constant in Sobolev inequality. Ann. Mat. Pura Appl., IV. Ser. 110
(1976), 353–372. zbl MR doi

Authors’ addresses: Yassine Mabrouki (corresponding author), Université de Tu-
nis El Manar, Faculté des Sciences de Tunis, University Campus, 1068 Tunis, Tunisia,
e-mail: yassine.mabrouki@fst.utm.tn; Jamil Satouri, Al-Qunfudah University College,
Umm Al-Qura University, Al-Qunfudah, Mecca, Saudi Arabia and University of Tunis,
I.P.E.I.T-2 St. Jawaher Lel Nahru-1089, Monfleury, Tunisia, e-mail: jasatouri@uqu.edu.sa,
jamil.satouri@yahoo.fr.

470

https://zbmath.org/?q=an:1408.76145
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR3623140
http://dx.doi.org/10.1016/j.euromechflu.2017.01.019
https://zbmath.org/?q=an:1394.65156
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR3683526
http://dx.doi.org/10.1002/num.22157
https://zbmath.org/?q=an:1342.76031
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR3518354
http://dx.doi.org/10.1515/apam-2016-0017
https://zbmath.org/?q=an:0969.76088
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR1760028
http://dx.doi.org/10.1137/S003613999833678X
https://zbmath.org/?q=an:0271.76080
http://dx.doi.org/10.1002/sapm197150293
https://zbmath.org/?q=an:0353.46018
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR0463908
http://dx.doi.org/10.1007/BF02418013

