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KYBERNETIKA — VOLUME 56 (2020), NUMBER 5, PAGES 916-933

VIOLATIONS OF THE INGLETON INEQUALITY
AND REVISING THE FOUR-ATOM CONJECTURE

NIGEL BOSTON AND TING-TING NAN

The entropy region is a fundamental object of study in mathematics, statistics, and infor-
mation theory. On the one hand, it involves pure group theory, governing inequalities satisfied
by subgroup indices, whereas on the other hand, computing network coding capacities amounts
to a convex optimization over this region. In the case of four random variables, the points in
the region that satisfy the Ingleton inequality (corresponding to abelian groups and to linear
network codes) form a well-understood polyhedron, and so attention has turned to Ingleton-
violating points in the region. How far these points extend is measured by their Ingleton score,
where points with positive score are Ingleton-violating. The Four-Atom Conjecture stated that
the Ingleton score cannot exceed 0.089373, but this was disproved by Matis and Csirmaz. In
this paper we employ two methods to investigate Ingleton-violating points and thereby produce
the currently largest known Ingleton scores.

First, we obtain many Ingleton-violating examples from non-abelian groups. Factorizability
appears in many of those and is used to propose a systematic way to produce more.

Second, we rephrase the problem of maximizing Ingleton score as an optimization question
and introduce a new Ingleton score function, which is a limit of Ingleton scores with maximum
unchanged. We use group theory to exploit symmetry in these new Ingleton score functions
and the relations between them. Our approach yields some large Ingleton scores and, using
this methodology, we find that there are entropic points with score 0.0925000777, currently the
largest known score.

Keywords: entropy vectors, information inequalities, subgroup indices

Classification: 94A15, 20B35

1. INTRODUCTION

In 2000 Ahlswede, Cai, Li, and Yeung [I] showed that deploying coding at each node
in a network communication system can increase the network capacity in comparison
with deploying routing alone. When coding at nodes in network systems, linear codes
are generally preferred. It has been proved that linear coding and random linear coding
achieve the multicast capacity when the alphabet size is large enough [8, 12, [I5]. Fur-
thermore, the linear coding capacity can be achieved if the alphabet size is sufficiently
large [16]. In generic multicast networks [16], the linear coding capacity is equal to the
coding capacity.
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People have been searching for connections between networks and coding solutions.
R. Dougherty, C. Freiling, and K. Zeger introduced matroidal networks [10] with re-
spect to representable matroids over finite fields and provided an algorithm to construct
a matroidal network from a representable matroid together with a scalar linear coding
solution. It was shown that a scalar linear coding solution exists on such a network.
Conversely, if a network has a scalar linear coding solution, then this network is ma-
troidal. V. Muralidharan and B. S. Rajan introduced discrete polymatroidal networks
[24]. They built the connection between discrete polymatroidal networks and vector
linear coding solutions. The construction of discrete polymatroidal networks was also
presented.

The linear coding capacity, however, does not equal the coding capacity on arbitrary
networks [9], and some networks can never have an optimal linear coding solution. For
the case of four random variables this difference between coding capacity and linear
coding capacity is related to the Ingleton score of the variables. The main question
addressed in this paper is to investigate the supremum of the Ingleton scores over all
such cases. The Four-Atom Conjecture [11] originally proposed that this supremum is
0.089373, but that was disproven by Matis and Csirmaz [22].

Ingleton scores are defined in terms of the corresponding entropy region. Background
on entropy regions, their group-theoretic characterization, and information inequalities
are described in Section 1. Section 2 elaborates on the Ingleton inequality, the Ingleton
score, the Four-Atom conjecture, and the question which concerns us the most, namely
how large Ingleton scores can get.

There are two major approaches to this question. The first idea is to use group theory
to find Ingleton-violating examples, which we describe in Section 3. Unlike the families
of violating examples discovered by W. Mao, M. Thill and B. Hassibi [I8], whose Ingle-
ton scores approach zero, we find many group violating examples with significantly large
Ingleton scores. Among the Ingleton-violating examples we have found, a special phe-
nomenon, factorizability, appears in many of them. Moreover, we suggest a construction
that uses the factorizability to produce Ingleton-violating examples quickly using group
theory.

The second idea is to turn the Ingleton scores into multivariable functions by using
partitions of unity. Then the problem we care about becomes a question in optimization.
The Ingleton score functions are not convex or concave, but they do have a lot of
symmetry, which helps us solve such optimization questions. Furthermore, group theory
allows us to build relations between the Ingleton score functions and to reduce the
number of variables. Our method yields a record Ingleton score of 0.0925000777, slightly
larger than that found by Matus and Csirmaz [22]. We explore this idea further in
Section 4.

1.1. Entropies

In this paper, all random variables are discrete. Given a collection of random variables,
consider their joint entropies as below.

Definition 1.1. Let X;,..., X, be n random variables over sets X7, ..., X, with joint
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probability mass function p. Then the joint entropy of (Xi,...,X,,) is defined to be

H(Xq,...,Xp) =— Z p(x1,. .. xn)logy (21, ..., Tp).
(11,...,mn)€X1X---XXn

The following example will turn out be very important.

Example 1.2. (Dougherty et al. [I1]) Let n = 4 and Xj,..., X4 be binary random
variables with joint distribution given by p(0,0,0,0) = p(1,1,1,1) = a and p(0,1,0,1) =
p(0,1,1,0) = 0.5 — a where @ = 0.350457. Then H(X;,...,X4) = 1.88017.

Many notions in information theory such as conditional entropy, mutual information,
and conditional mutual information can be expressed in terms of joint entropies. In
particular, for three random variables X,Y, Z, these can be expressed as

H(X|Y)=H(XY) - H(Y).
I(X;Y)=H(X)+ H(Y) - H(XY). (1)
I(X;Y|Z)=H(XZ)+H(YZ) - HXYZ) — H(Z).

The interested reader is encouraged to consult [29] for an extensive discussion of these
topics.

1.2. Entropy regions and information inequalities

The entropy region is the arena in which to address many entropy related problems. It
considers all possible joint entropies together for multiple random variables.

Throughout this paper, n is a positive integer, k = 2" — 1, N,, = {1,...,n}, a is
a nonempty subset of N,,, and h is a k-dimensional vector indexed by a« C N,. For
random variables Xi,..., X,, let X, = (X; : i € «).

Definition 1.3. A k-dimensional vector h is entropic if there exist n random variables
Xi,..., X, such that the coordinate of h at « is

h, = H(Xa)a

where H(X,,) denotes the joint entropy of (X; : i € @). We will use the notation h,, for
the joint entropy H(X,).

The entropy region, denoted by I"
of all entropic vectors.

*
n’

is the subset of k-dimensional real space consisting

We call an inequality involving entropies an information inequality if it holds for
every set of n random variables. For any n random variables X1, Xs,...,X,, and any
nonempty subsets «, 3,7 of N,,, some examples of information inequalities include:

H(X) 20, H(Xa|X5) 20,

2
I(Xo5 X5) > 0, I(Xo; Xg]X,) >0, (2)

since any of these familiar terms are non-negative [29].
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An information inequality is called Shannon-type if it can be derived from the in-
formation inequalities in , i.e. it can be expressed as a linear combination of such
information inequalities with non-negative coefficients. An information inequality is
non-Shannon-type if it is not Shannon-type.

Entropy regions are almost well characterized for fewer than 4 random variables [30]
by Shannon-type information inequalities alone- the region’s closure is well characterized
for 3 random variables. However, for 4 or more random variables non-Shannon-type
information inequalities are necessary to cut out the entropy regions.

Let T',, denote the subset of k-dimensional real space cut out by all Shannon-type
information inequalities for n random variables, and T'% is the closure of ;. We also
call vectors in T almost entropic.

Theorem 1.4. (Zhang and Yeung [30]) Let n be a positive integer.
1. T',, is a pointed convex cone with point at the origin.
2. Ix CTx CT,,.

3. I's = TI'y, i.e., Shannon-type information inequalities are enough to describe the
entropy region for two random variables.

4. T3 C F7§ = I'3, i.e. Shannon-type information inequalities are enough to describe
the entropy region for three random variables except for the boundaries.

The first non-Shannon-type inequalities associated with 4 random variables were
found by Zhang and Yeung [31] in 1998. It follows that [} C I'y. Afterwards, several
more non-Shannon-type inequalities were discovered by K. Makarycheve, L. Makarycheve,
A. E. Romashchenko, and N. K. Vereshchagin [I7], Zhang and Yeung [30] and Matds [21]
23, 19, 20).

Theorem 1.5. (Matds [21]) T is not a polyhedral cone when n > 4.

1.3. Group theory characterizations of entropy regions

Group theory seems, a priori, to be a subject unrelated to information theory. However,
it turns out to be an important and helpful tool in characterizing the entropy region [7].
We recommend [I4] for further background on finite group theory.

Definition 1.6. We say a vector h of dimension k = 2" — 1 is group characterizable if
there is a finite group G with n subgroups G1,Go, ..., G, such that

G
|Gal

h, = 1Og2

for every nonempty subset a C N,, where G, = N;icaG;.
We denote by 7, the set consisting of all group characterizable vectors of dimension k.

Theorem 1.7. (Chen and Yeung [7]) Every group characterizable vector is entropic.
Therefore, 7, CI';. Moreover, the closure of the convex hull of +,, is exactly I'};.



920 N. BOSTON AND T.-T. NAN

2. THE FOUR-ATOM CONJECTURE
2.1. The Ingleton inequality

In 1971, Ingleton [13] showed that the rank function p of any representable matroid
satisfies a specific inequality. It turns out to be an important inequality in network
coding.

Definition 2.1. (The Ingleton inequality) For four random variables X1, X5, X3, X4,
the Ingleton inequality is

H(X123) + H(X124) + H(X34) + H(X1) + H(X2) 3)

SH(XH) + H(Xlg) + H(X14) + H(X23) + H(X24).
In spite of the failure of the Ingleton inequality for some sets of four random variables,
the following result demonstrates its importance. Furthermore, any linear code on a
network satisfies the Ingleton inequality.

Theorem 2.2. (Matis and Studeny [23]) Any vector in I'y that satisfies all six of the
Ingleton inequalities, up to permutation of X1, Xo, X3, X4, is almost entropic.

This means that, for four variables, the part of the entropic region satisfying all six
of the Ingleton inequalities is entirely described by Shannon-type inequalities and so is
well understood and polyhedral.

It follows that the Ingleton inequality plays a fundamental role in network coding.
In particular, the following measures of how far entropic points are from satisfying the
inequality give an indication of how much capacity is lost by using only linear network
coding.

2.2. The Ingleton score

One way to measure violation of the Ingleton inequality is by considering the Ingleton
difference for 4 random variables X7, Xo, X3, X4

d(X1, X9, X3, X4) =hias + higa+hgs +hy +hy —hig —his —higs —hos —hos. (4)

(Note that here hjo3 is shorthand for hy; 53y etc.) In particular, d > 0 if and only if
the Ingleton inequality is violated.

However, the Ingleton difference can be arbitrarily large. Given four random variables
with positive Ingleton difference, taking multiple identical independent copies of them
increases the Ingleton difference arbitrarily. It follows that we should normalize the
Ingleton difference appropriately.

Definition 2.3. (Dougherty et al. [I1]) For any four random variables X1, X5, X3, X4,
the Ingleton score s(X1, Xo, X3, X4) is defined to be

d(Xy, Xe, X35, X
O o)
-
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Note that s > 0 if and only if the Ingleton inequality is violated.

Thanks to this normalization, the Ingleton score has an upper bound. For example,
an upper bound for the Ingleton score is found to be % by linear programming, using
Shannon-type information inequalities. Incorporating some known non-Shannon-type
inequalities yields a tighter upper bound of 1% = 0.15789.... See [11] for more details.
Example 2 in this paper yields an Ingleton score of about 0.089373 and the authors
of [I1] note that they were unable to find any examples with larger score, which leads

to the following conjecture.

2.3. The four-atom conjecture

The supremum of the Ingleton score over any four random variables provides a way
to measure the gap between coding capacities and linear coding capacities. Informally
speaking, the higher the Ingleton score is, the more rate we may obtain when deploying
a non-linear, rather than linear, coding scheme on a network.

Conjecture 2.4. (The four-atom conjecture [I1]) For any four random variables X7, Xs,
X3, X4, the Ingleton score s(X1, Xs, X3, X4) cannot exceed 0.089373.

As indicated above, the distribution in Example 2 attains this value. However, this
conjecture was disproved by F. Mati$ and L. Csirmaz [22]. They showed examples exist
with Ingleton score 0.09243. In this paper we show examples exist with Ingleton score
0.0925000777. Both results go via a slight variant of Ingleton score, which we now define.

Definition 2.5. For any four random variables X7, X5, X3, X4, the new Ingleton score
5(X4, Xo, X3, X4) is defined to be

d(X17X27X33X4)
hios + higg + hsy — 2hyogs

g(X17X23X37X4) = (6)
Theorem 2.6. (Matis and Csirmaz [22]) Let X3, X5, X3, X4 be random variables. If
(X1, Xo, X3, X,) violates the Ingleton inequality, then there exist sequences of random

variables (Y7,Ys,Ys,Y)) whose scores s(Y7,Ys,Ys,Yy) are arbitrarily close to the new
Ingleton score §(X7, Xo, X3, X4).

Note that under the circumstances of Theorem [2.6] the new Ingleton score is no less
than the Ingleton score. They have the same positive numerator and the denominator
in @ is never greater than the one in , as can be derived by Shannon-type information
inequalities.

3. GROUP THEORY APPROACH

Let G be a finite group and G1,Gs, G3, G4 be subgroups of G. By the group character-
ization of the entropy region (1.6, the Ingleton inequality in terms of groups is

|G12]|G13]|G14||G23||Gas| < |G123]|G124]|Gaal|G1]| G2, (7)

where G, = NjcoG; for any o C Ny.
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Theorem 3.1. (Chen [6]) The Ingleton inequality in group terminology holds if
the finite group G is abelian.

More generally, it holds when G1Gs is a subgroup of G, where G1G2 = {g192 : g; €
G;}.

Several group properties have been discovered that imply the Ingleton inequality
holds for group-characterizable vectors. When inclusion happens between subgroups,
i.e., G; < G, for distinct 4,j € Ny, or G; is trivial for some 7, the Ingleton inequality
holds. Readers are referred to [I8] for similar such properties.

3.1. The Ingleton score in group terminology

Definition 3.2. For a finite group G with four subgroups G;,i € Ny, the Ingleton ratio
r is
- |G12]|G13]|G14]|G23]|G24] (8)
|G123||G124]|G34] |G || G|

r > 1if and only if the Ingleton inequality is violated. For a group characterizable vector
the Ingleton difference d is
d = logy 7.

Note that the Ingleton ratio does not depend on the size of G. One goal is to find
large Ingleton ratios in relatively small groups. Direct products of G and G;’s can
give us arbitrarily large Ingleton ratios, but the size of the groups involved increases
exponentially as well. Therefore, the Ingleton ratio is not the best measurement for the
Ingleton violation and normalization is necessary, as was the case for the Ingleton score
defined in .

The Ingleton score s in terms of groups for a finite group G and its four subgroups
Gl, Gg, G3, G4 is

logy
log, \GIG‘ 7
1234]
where 7 is the Ingleton ratio.

Likewise, the new Ingleton score has a group-theoretical formulation by simply re-
placing the denominator of by that of @

3.2. The first example in groups that violates the Ingleton inequality

W. Mao, M. Thill and B. Hassibi [18] found examples in non-abelian groups that violate
the Ingleton inequality. They discovered that the smallest Ingleton-violating example
arises in Sym(5) with Ingleton ratio 16/15 and Ingleton score 0.01348. Note that there
is one and only one quadruple of subgroups, up to conjugacy, in Sym(5) violating the
Ingleton inequality. Furthermore, G; and G5 in this example are Frobenius groups
(Frob(3) and Frob(5) respectively), which we define below.

Definition 3.3. A group G is Frobenius if there is a nontrivial proper subgroup H of
G such that for any g € G — H, H and g~ 'Hg intersect trivially.
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For example, the group Frob(g) of affine linear maps from F,, to itself is Frobenius. Note
that Frob(q) has order ¢(¢ — 1) and that Frob(3) and Frob(4) are isomorphic to Sym(3)
and Alt(4) respectively. See Chapter 6 of [I4] for further theory of these groups. This
text also explains more about the (standard) notation below.

In their paper [18], G1 = ((3,4,5),(1,2)(4,5)), G2 = ((1,2,3,4,5),(1,4,3,5)),G5 =
((2,3),(1,3,4,2)), and G4 = ((2,4),(1,2,5,4)). Note that Gz and G4 are conjugate.
Moreover, they analyzed this example and extended it to produce Ingleton-violating
quadruples of subgroups in other groups such as general linear groups GL(2,q) and

projective general linear groups PGL(n, q), where ¢ is a power of a prime number. Note
4(g=1)
3q 7

which is always less than %. However, the group size grows as ¢* and so the Ingleton

scores tend to 0 as g grows.

that PGL(2,5) is isomorphic to Sym(5). In their examples, the Ingleton ratio r =

3.3. More Ingleton-violating examples

Inspired by Mao, Thill, and Hassibi’s example in Sym(5), we [4] found Ingleton-
violating examples in Sym(n), the alternating groups Alt(n), and some other groups
using MAGMA [3].

A group G has an Ingleton-violating example if there exist four subgroups G1, Gz, G3, G4
such that they violate the Ingleton inequality and generate the whole group G. To better
organize our search for small groups with large Ingleton score, we borrow the following
notion from that of efficiency frontiers in economics. In that case there are competing
goals, namely high return and low risk, and we seek strategies such that no other strat-
egy has higher return for lower risk. Here, the competing goals are large Ingleton score
and small order, inspiring the following definition.

Definition 3.4. We call an example efficient if there is no group of smaller order with
a larger Ingleton score.

Our work identifies the following examples. Note that several years of computation
have produced these examples. We are highly confident that these are efficient, but a
proof of that would be prohibitively computationally hard.

Example 3.5. The first example is that of Sym(5), given above, where the group order
is 120, the Ingleton ratio is 16/15, and the Ingleton score is 0.01348.

All our examples have subgroups G, G2, G3, and G4 of a particular form, namely
G1 = (a,a%),Gy = (b,b"),G3 = {(a,b),G4 = (a®,b"). For example, the last example
arises with e.g. a = (1,2)(3,4),b = (1,2,4,3),2 = (3,4,5). We present the examples in
this way.

Example 3.6. The second example is the group Alt(4) x Alt(4) of order 144 with

Ingleton ratio 9/8 and Ingleton score 0.02370. The subgroups satisfy G; = Gy =
Frob(4),Gs =2 G4 = C3 x Cy and are presented as above with a, b, x as follows.

a =(1,3,4)(5,6,8),
b=(1,3,4)(5,8,6),
z=(2,3,4)(5,7,6).
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Example 3.7. The third example is that of the following group of order 320 with
Ingleton ratio 32/25 and Ingleton score 0.04279. The subgroups satisfy G; = Go =
Frob(5),Gs = G4 = H, where H is SmallGroup(16,3) in the MAGMA [3] database of
groups of order 16, and are presented as above with a, b, z as follows.

(2,4,10,8)(3,7,9,5),
(2,4,5,3)(7,9,10,8),
(1,7,8,9,10)(2,3,4,5,6).

a
b
x

Example 3.8. The fourth example is that of the following group of order 2058 with
Ingleton ratio 72/49 and Ingleton score 0.05044. The subgroups satisfy G; = Gy =
G3 = G4 = Frob(7) and are presented as above with a, b, z as follows.

a =(1,35,26,42,9,15)(2,32,28,36,13,17)(3, 29, 23, 37, 10, 19)
(4,33,25,38,14,21)(5, 30, 27, 39, 11, 16) (6, 34, 22, 40, 8, 18)
(7,31,24,41,12,20)(43, 45, 46) (44, 49, 48),
(1,39,15,12,24,45)(2, 36, 17,13, 28, 47)(3, 40, 19, 14, 25, 49)
(4,37,21,8,22,44)(5,41, 16,9, 26, 46)(6, 38, 18, 10, 23, 48) (9)
( )

(

(

(

b

7,42,20,11,27,43)(29, 34, 33)(30, 31, 35),

1,10)(2, 11)(3,12)(4, 13)(5, 14)(6, 8)(7,9) (15, 44)(16, 45) (17, 46)
18,47)(19,48)(20,49)(21, 43)(22, 40) (23, 41)(24, 42)(25, 36) (26, 37)
27,38)(28,39).

T

Example 3.9. The fifth example is the group Frob(8) x Frob(8) of order 3136 with
Ingleton ratio 49/32 and Ingleton score 0.05293. The subgroups satisfy G; & Gy =
Frob(8),G3 = G4 = C7 x C7 and are presented as above with a, b,z as follows.

(1,5,6,8,2,3,4)(10,14, 15,12, 11, 13, 16),
(1,2,5,3,6,4,8)(10,15,11, 16, 14, 12, 13), (10)
(1,4,8,3,5,7,6)(9, 11,12, 16, 14, 15, 10).

a
b
T

Example 3.10. There is a further example, which is almost efficient in the sense that
|G|/|G1234] = 1800 and its Ingleton ratio is 25/18, yielding Ingleton score 0.04383.

If there were such a group of order 1800, then it would go between the third and
fourth examples above and surely be efficient. We can, however, show that there is no
such group of order 1800 since it would need to have a subgroup G of order 30 generated
by two elements of order 5 and no such group exists.

For our example, G has order 7200 and G234 order 4. The subgroups are presented
as above with a, b, z as follows.

(1,23,13,15,18,4,9,19,21,12)(2,24, 14,16, 17, 3, 10, 20, 22, 11)(5, 8) (6, 7),

(1,16,13,24,18,11,9, 20, 21, 3)(2, 15, 14, 23,17, 12, 10, 19, 22, 4)(5, 7) (6, 8),

(1,2)(3,4)(5,14)(6,13)(7, 19)(8, 20)(9, 21)(10, 22)(11, 12)(15, 23)(16, 24)(17, 18).
(11)

a
b
x



Violations of the Ingleton inequality and revising the four-atom conjecture 925

The challenge is now to find further efficient examples. Direct generalizations of the
above examples do not succeed. We did, however, find examples, such as the next two,
that suggest a systematic approach that we develop in subsection [3.4

Example 3.11. In the best example we found in Sym(7), G; and G5 are both isomor-
phic to Frob(7), whereas G5 and G4 are of order 36 and each isomorphic to Sym(3) x
Sym(3). Their Ingleton ratio is 72/49 and Ingleton score is 0.04514. Here we can take,
for instance:

G1=1((1,2,3,4,5,6),(1,3,6,7,4,2)), G2 =1{((1,2,3,6,5,4),(1,3,4,7,6,2)),
Gs =((1,2,3,4,5,6),(1,2,3,6,5,4)), G4 =1((1,3,6,7,4,2),(1,3,4,7,6,2)).

Example 3.12. In the second best example in Sym(7) with Ingleton ratio 10/7 and
Ingleton score 0.04184, G is isomorphic to Frob(7), whereas G2, Gs, and G4 are all
conjugate to each other and are isomorphic to Sym(5) acting transitively on 6 letters as
the following:

G1=1((1,2,3,4,5,6,7),(1,3,2,6,4,5)), G2 =1{(2,4,6,7,5,3),(2,5)(3,7)(4,6)),
Gs =((1,6,3,7,4,5),(1,5)(3,4)(6,7)), G4 =1{(1,3,2,6,4,5),(1,4)(2,3)(5,6)).

Both examples are similar to the violating example in Sym(5) since G is Frobenius
and G5 and G4 are conjugate. However, both of them have higher Ingleton ratio than
any example in [I8].

3.3.1. Nilpotent and solvable groups

We found the first example of an Ingleton-violating solvable group, namely G = Alt(4) x
Alt(4) above. This example is important because it shows that the Ingleton inequality
does not always hold for solvable groups. In fact, whereas much work on finding Ingleton-
violating examples originally focused on nonsolvable groups, note that all the efficient
examples above, except for the first, are solvable.

For nilpotent groups, Stancu and Oggier [27] claimed that the Ingleton inequality
holds. However, a mistake was found in their proof. Later, Paajanen [26] proved that
the Ingleton inequality holds for p-groups of class less than p by embedding subgroup
lattices of such p-groups into subgroup lattices of abelian groups. Thus, if every Sylow
p-subgroup of a nilpotent group has class less than p, then the Ingleton inequality holds
for this nilpotent group, since every nilpotent group is the direct product of its Sylow
p-subgroups.

3.4. Factorizability

In many of our Ingleton-violating examples, their Ingleton ratios happen to be equal to
|G3G4|/|G1G2|. This formula simplifies the one for the Ingleton ratio significantly, and
accelerates the search for Ingleton-violating examples.

Definition 3.13. A group G is factorizable if there exist two nontrivial proper sub-
groups A, B of G such that G = AB = {ab: a € A,b € B}. This factorization is called
exact if AN B =1.
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Definition 3.14. (Boston and Nan [5]) Let h be a group characterizable vector asso-
ciated with a finite group G and subgroups G1, G2, G3, G4. We call h factorizable if G
and G4 admit factorizations as

G3 = (G1NG3)(GaNGs), Gi=(G1NGy)(GanGy). (12)

Lemma 3.15. For subgroups G1, G2, G3, G4 of a group G, if the Ingleton ratio is equal

to {gfg;:, then G3 and G4 admit factorizations as .

Proof. Gi3Ga3 is a subset of G5, and thus |G13Ga3| < |G|, and likewise |G14Ga4| <
|G4]. Setting the Ingleton ratio and |G3G4|/|G1G2| equal to each other, we have

|Gsl|GallGral _ |G12]|G13[|G1a]|Gas |Gl
G1]|G2||G3a|  |Gr23]|Gr24]|G3a] |G1 |G|

This implies that

Gs3l|G G14||G
Gsljqy| = (GGl [GullGal o 00,6l
‘G123‘ |G124|

Thus, ‘G3| = |G13G23‘, |G4| = |G14G24|, and G3,G4 admit factorizations. O

Theorem 3.16. If a group characterizable vector h is factorizable, then its Ingleton
ratio simplifies to

T = |G3G4|/‘G1G2‘ (13)

Proof. Rearranging the formula for the Ingleton ratio 7 we can rewrite it as:

oo |Gi2| |Gus[|Gas| |Graf|Goa| 1
|G1]|G2|  [Grzs] |G12a| |Gl
|G13Gas||G14Ga4|
 |G1Gy|Gaal
__|Gs]|G4
[G1Gal|Gaal
_|G3G4]
CG1Ga|

O

The fact that some of our best examples exhibit factorizability and have Gj3, Gy
conjugate lead us to develop the following systematic method for producing plenty of
Ingleton-violating examples in Sym(n).
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3.5. A fast search

Suppose that there is a factorizable subgroup AB of Sym(n) with AN B = {1}. Choose
a g € G such that (A, g~ 1 Ag) and (B, g~ Byg) are relatively small subgroups of Sym(n).
Namely, (A,g7tAg)N AB = A and (B,g 'Bg) N AB = B. Setting

Gi1=(A,g 'Ag), G2=(B,g 'By), (14)

G3 = AB, Gy =g 'Gag
will often produce a large Ingleton ratio. Note that Gs3, G4 are factorizable as and
conjugate in Sym(n).

Example 3.17. We observe that Sym(3) x Sym(3) has an exact factorization into two
cyclic subgroups of order 6. Embedding this group into Sym(7) by taking the two
subgroups to be A = {((1,2,3,4,5,6)) and B = {(1,2,3,6,5,4)) and letting g be the
permutation (1,2)(4,6)(5,7), then the above fast search method yields Example

Example 3.18. Likewise, the second best example for Sym(7) arises from the exact
factorization of PGL(2,5) into a cyclic subgroup of order 6 and a Frobenius group of
order 20. We found many good examples by starting with bicyclic groups, namely groups
that factor as a product AB of cyclic groups of orders r and s, where each is one less
than a prime, say r = p—1 and s = ¢ — 1. If we can find a common element g such
that (4,9 'Ag) and (B, g !Bg) are Frobenius groups of order p(p — 1) and q(q — 1)
respectively, then this often yields a large Ingleton ratio. Example [3.12| is one such
example with » = s = 6. The PGL(2,p) examples in [I8] come from r = 2,s = p — 1.

4. OPTIMIZATION APPROACH

The main goal of this paper is to try to repair the Four-Atom Conjecture by finding
the supremum of all Ingleton scores. In this section, we introduce another approach to
study the supremum of the Ingleton score, defined to be

sup  s(X1, Xo, X3, X4). (15)
X1,X2,X3,X4
By Theorem 2.6, whereby the new Ingleton score is no less than the Ingleton score for
Ingleton-violating examples, finding the supremum of the new Ingleton scores provides
an easier way to tackle our problem. We therefore focus on the new Ingleton score rather
than the Ingleton score. Our problem is restated as wanting to find

sup g(X17X23X37X4)' (16)
X1,X2,X3,Xy

4.1. Nondecreasing

Let §,, denote the maximum of the new Ingleton score over any quadruple of n-ary
random variables (X7, Xo, X3, X4), i.e.,

Sy = 5(X1, X9, X3, X 1
Sn Xl,X2,X£1)?j{OV6r an( 1, X2, X3, X4), (17)
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where N,, = {1,...,n}.
Since a random variable X over N,, can be viewed as a random variable over N,, for
any m > n, we know that

Proposition 4.1. §, is non-decreasing. Therefore,

sup g(X17X2,X3,X4) = lim §n~
X1,X2,X35,X4 n—roo
Under certain circumstances, (X7, X2, X3, X4) remains the same as the size of the
sample space grows.

Definition 4.2. For two random variables X,Y over X, ) with joint probability mass
function p, the transition matric W(X|Y) of X given Y is a matrix indexed by X x Y

with entries
p(z,y)

p(y)
for all pairs (x,y) € X x Y, assuming p(y) > 0.

p(zly) =

Theorem 4.3. Let X1, X5, X3, X4 be random variables over N,, and Y7, Y5, Y3, Y, ran-
dom variables over N, with n > m. If the transition matrix satisfies

W(X1, Xo, X3, X4]Y1,Y2,Y3,Yy) = WXy V1) @ -+ - @ W(X4|Ys)
and H(Y;|X;) =0 for all ¢, then
5(X1, Xo, X3, Xy) = 5(11,Y2,Y3,Y)).

Here, ® denotes the usual Kronecker (tensor) product of matrices.

Proof. A straightforward calculation by proving the equality of numerators of §( X7, Xs,
X3, X4) and §5(Y7,Ys,Ys5,Y,). Same with denominators. Details are given in [25]. O

4.2. Optimization with symmetry and invariance groups

Let n be a positive integer and M,, = (Z/nZ)* be the free module of rank four over
Z/nZ. The probability mass function p of four n-ary random variables can be treated
as a map from M, to [0,1]:

p: Mn — [071]
i p

where Y ;5 pi = 1.

One can employ an optimization algorithm with n* —1 variables to find local solutions
of but this is not efficient when n is large. The entropy of a random variable X
is invariant under symmetries of its sample space, and the new Ingleton scores possess
even more symmetries. Introducing symmetry helps us find optima since it reduces
dimensionality. Here we show how to exploit the symmetry of the new Ingleton scores.
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Definition 4.4. Let I be an index set and f be a function of T = (x; : ¢ € I). The
invariance group of f is the subgroup H of Sym(I) consisting of permutations o €
Sym(I) such that

where o(T) = (z5-1(; 11 € I).

Definition 4.5. Let A, H be two groups with H a subgroup of Sym(n), and let K =
[T, A. The wreath product AV H of A and H is the semidirect product K x H of K
and H with H acting on the indices of K via its embedding in Sym(n), i.e.,

heH: K — K
(ai) — (ah.i).

Theorem 4.6. The invariance group G,, of the new Ingleton score 5,, contains

G, = (Sym(n)1Cs)%.

Proof. The entropy H(X) of a random variable X with underlying set X of size n is
invariant under any permutation in Sym(n). Thus, the invariant group of §,, contains
the direct product of four Sym(n). Furthermore, the Ingleton inequality is invariant
under swapping Xi, Xo. This means that Co acts on the first two copies of Sym(n)
by permuting the first and second coordinates. Likewise, the Ingleton inequality is also
invariant under swapping X3, X4. Thus, the invariance group G, contains (Sym(n)iCs)?.

|

Remark 4.7. The invariance group of s, also contains G,,.

In fact, G,, acts on M,, as below. For j € N,,, j; indicates the j at the ith coordinate
of M,,. Also for o € Sym(n), o; denotes the permutation ¢ acting on the ith coordinate
of M,. For instance in Gs, (03, 13), also denoted as (0, 1)3, permutes the 0 and the 1 at
the third coordinate and fixes other positions.

For the first copy of Sym(n) Cs in G, let p15 denote the group action of Cy on
Sym(n) x Sym(n) such that ¢i2(c1) = 02. The element (¢12,(01,02)) in Sym(n) Cy
is denoted as wig, and likewise ws4 for the second copy. For instance in Ga, wio =
(01, 02)(11, 12) and w34 = (03, 04)(].37 14).

4.3. Critical subgroups

It is not always the case that in optimization problems where functions are symmetric,
their maxima and minima occur when the variables are equal on orbits [28]. As noted
above, the new Ingleton scores have rich symmetry groups as in Theorem [£.6] However,
a point maximizing §, is not necessarily symmetric under the full invariance group.

Maximizing functions under certain symmetries is the same as maximizing over a sub-
space, thereby reducing the number of variables. However, overusing symmetries, which
is same as considering too small a subspace, may not yield solutions to the problem be-
cause of the issues noted in the last paragraph. Thus, identifying the right symmetries
becomes critical.
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Definition 4.8. Let T = (x; : @ € I) be variables indexed by I, and H be a subgroup
of Sym(I). We say T is invariant under H if o(Z) = T for all 0 € H, where o(T) =
(.’Eo.—l(i) RS I).

Definition 4.9. We call a subgroup H of G,, critical if H consists of those permutations
leaving a maximizer for §, invariant.

Example 4.10. For n = 2 there are 16 isolated maxima which attain the largest new
Ingleton score 0.09103635. For example,

Po110 = P1oo1 = 0.33985, poooo = poo11 = 0.14886,
P0100 = Poi11 = P1ooo = P1o11 = 0.00404,
Po0o1 = Pooio = 0.00303, p1100 = p1111 = 0.00018,
P1101 = P1110 = 000000375, Po1o1 = P1o1o = 0.0000000198.

All the maxima form one orbit under Go with stabilizers
Hy =< (03,14)(04, 13), wiowsza >

and its conjugates. Note that G2 has order 64 and Hy order 4, explaining the 64/4 = 16
maxima. Therefore, Hs is a critical subgroup for the Ingleton score $s.

Example 4.11. For n = 4 there are 82944 isolated maxima which attain the largest
new Ingleton score 0.0925000777, and they form one orbit under G4 with stabilizers

Hy=<(0,2,1,3)1(0,3,1,2)2(0,2,1,3)3(0,3,1,2)4
(0’ 3)1(1a 2)1(27 3)2(07 3)3(17 2)3(27 3)4,

Wi2wsg >

and its conjugates. Note that G4 has order 1327104 and H,4 order 16 and 1327104/16 =
82944. Therefore, H, is a critical subgroup for the new Ingleton score 54.

5. MAXIMA FOR 8 VARIABLES

Extensive investigations indicate that any maxima for n = 5,6, or 7 derive from the
maxima for n = 2 and 4. To search for truly new maxima, we focused on the case of n =
8, which is considerably harder. We started with a randomly chosen feasible point (i.e.
probability distribution), uniformly chosen from the set of 8* = 4096 nonnegative real
numbers adding to 1. We then applied random walks to search for local solutions (a zig-
zag search). For each iteration, among coordinates in T we randomly chose a coordinate
x; (i € M,) and then added or subtracted a small randomly chosen perturbation with
normalization applied to ensure T remained a partition of unity. We kept doing so until a
feasible point was obtained with a larger value of §,, and then updated Z. After enough
such updates to T, we obtained a local maximizer.

Such processes take a long time when the number of variables is large (here 4096
coordinates). Therefore, reduction of the number of variables was desirable to expedite
the process. We did this by finding local solutions invariant under a particular subgroup,
so that rather than perturbing the value at one coordinate, we perturbed coordinates in
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one orbit equally. Thus, the true number of variables was, in effect, the number of orbits
of the subgroup. This could be particularly effective if our chosen subgroup happened
to be a subgroup of a critical subgroup.

For s (Example7 the critical subgroup Hs is of order 4 while the size of G5 is 64.
Whilst the number of variables is 16, there are just 7 orbits.. For §; (Example , the
critical subgroup Hj is of order 16 while the size of G4 is 1327104. Whilst the number
of variables is 256, there are just 20 orbits. Such reduction in the number of variables
accelerates searching for local solutions.

Based on the observations from those two examples, we attempted to search for
Ingleton scores larger than 0.0925 in Gg. There are, up to conjugation, 255 subgroups
of Gg of order 2, and so 255 cases to try.

We hoped that calculating local solutions invariant under some subgroup of order
2 would reveal a new Ingleton score larger than 0.0925. The University of Wisconsin-
Madison Center For High Throughput Computing (CHTC) was used to do such massive
computations in parallel. For about 100 of the 255 cases, we found a local maximum of
0.09103635, which was just Example 42 spread over more coordinates. Very occasionally
we reached a local maximum of 0.0925000777, which likewise was a spread out version
of Example 43.

In fact, despite conducting many millions of parallel searches, the highest score found
was 0.0925000777, and so we did no better than for n = 4. Either there is no better
(when the Four-Atom Conjecture should be replaced by a 256-Atom Conjecture) or the
true maxima are extremely elusive.

6. CONCLUSION

In this paper we investigate two ways of finding unusually large Ingleton scores sys-
tematically. We produce many Ingleton-violating examples using non-abelian groups,
including the best ones coming from small groups, extending the work of [18]. We de-
velop new methods for producing examples with large Ingleton ratio and Ingleton score
and successfully apply our methods to obtain an Ingleton score as large as 0.0925000777,
which is now the largest known Ingleton score. Note that the recent paper [2] found an
example with Ingleton score 0.092499.
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