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Abstract. We prove and discuss some new (Hp, Lp)-type inequalities of weighted maximal
operators of Vilenkin-Nörlund means with non-increasing coefficients {qk : k > 0}. These
results are the best possible in a special sense. As applications, some well-known as well as
new results are pointed out in the theory of strong convergence of such Vilenkin-Nörlund
means. To fulfil our main aims we also prove some new estimates of independent interest
for the kernels of these summability results.
In the special cases of general Nörlund means tn with non-increasing coefficients analo-

gous results can be obtained for Fejér and Cesàro means by choosing the generating sequence
{qk : k > 0} in an appropriate way.
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1. Introduction

The definitions and notation used in this introduction can be found in our next

section. In the one-dimensional case the weak (1,1)-type inequality for the maximal

operator of Fejér means σ∗ can be found in Schipp [25] for Walsh series and in Pál,

Simon [24] for bounded Vilenkin series. Fujji [6] and Simon [28] verified that σ∗ is

bounded from H1 to L1. Weisz [41] generalized this result and proved boundedness

of σ∗ from the martingale space Hp to the Lebesgue space Lp for p > 1/2. Simon [26]

gave a counterexample which shows that boundedness does not hold for 0 < p < 1/2.

Supported by TÁMOP 4.2.2.A-11/1/KONV–2012–0051, by Shota Rustaveli National
Science Foundation grant no. 52/54 (Bounded operators on the martingale Hardy spaces)
and by a Swedish Institute scholarship, provided within the framework of the SI Baltic
Sea Region Cooperation /Visby Programme.
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A counterexample for p = 1/2 was given by Goginava [14]. Weisz [39] proved that the

maximal operator of the Fejér means σ∗ is bounded from the Hardy space H1/2 to

the space weak-L1/2. Goginava [13] (see also [34]) proved that the weighted maximal

operator σ̃∗ is bounded from the Hardy space H1/2 to the space L1/2. Moreover,

the rate of the weights {log2(n + 1)}∞n=1 in the n-th Fejér mean is given exactly.

Analogous results for 0 < p < 1/2 were proved in [33].

Riesz’s logarithmic means with respect to Walsh and Vilenkin systems were stud-

ied by several authors. We mention, for instance, the papers by Simon [26], Gát,

Nagy [11]. In [30] it was proved that the maximal operator of Riesz’s means R∗ is

bounded from the Hardy space H1/2 to the space weak-L1/2, but is not bounded

from the Hardy space Hp to the space Lp, when 0 < p 6 1/2. Moreover, some the-

orems on boundedness of weighted maximal operators of Riesz’s logarithmic means

with respect to the Vilenkin-Fourier series were proved.

Móricz and Siddiqi [19] investigated the approximation properties of some special

Nörlund means of Walsh-Fourier series of Lp functions in norm. The case when

qk = 1/k was excluded, since the methods of Móricz and Siddiqi are not appli-

cable to Nörlund logarithmic means. In [10] Gát and Goginava investigated some

properties of the Nörlund logarithmic means of functions in the class of continuous

functions and in the Lebesgue space L1. In [37] it was proved that there exists a

martingale f ∈ Hp (0 < p 6 1) such that the maximal operator of Nörlund loga-

rithmic means L∗ is not bounded in the space Lp. For more information on Nörlund

logarithmic means, see the papers of Blahota and Gát [3] and Nagy (see [23], [20]

and [21]).

In [17] Goginava investigated the behaviour of Cesàro means of Walsh-Fourier

series in detail. In the two-dimensional case approximation properties of Nörlund

and Cesàro means were considered by Nagy [22]. Weisz [40] proved that the max-

imal operator σα,∗ is bounded from the martingale space Hp to the space Lp for

p > 1/(1 + α). Goginava [15] gave a counterexample which shows that bound-

edness does not hold for 0 < p 6 1/(1 + α). Simon and Weisz [29] showed that

the maximal operator σα,∗ (0 < α < 1) of the (C,α) means is bounded from

the Hardy space H1/(1+α) to the space weak-L1/(1+α). In [4] it was also proved

that the maximal operator σ̃α,∗ is bounded from the Hardy space H1/(1+α) to

the space L1/(1+α). Moreover, this result cannot be improved in the following

sense:

Theorem BT (Blahota, Tephnadze [4]). Let 0 < α 6 1 and ϕ : N+ → [1,∞) be

a non-decreasing function satisfying the condition

lim
n→∞

log1+α n

ϕ(n)
= ∞.
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Then there exists a martingale f ∈ H1/(1+α)(G), such that

sup
n∈N

∥∥∥ σ
α
nf

ϕ(n)

∥∥∥
1/(1+α)

= ∞.

It is well-known that Vilenkin systems do not form bases in the space L1(Gm).

Moreover, there is a function in the Hardy space H1(Gm) such that the partial sums

of f are not bounded in the L1-norm. However, in Gát [8] (see also [1]) the following

strong convergence result was obtained for all f ∈ H1:

lim
n→∞

1

logn

n∑

k=1

‖Skf − f‖1
k

= 0.

Simon [27] (see also [31]) proved that there exists an absolute constant cp, depend-

ing only on p, such that

(1.1)
1

log[p] n

n∑

k=1

‖Skf‖pp
k2−p

6 cp‖f‖pHp
, 0 < p 6 1

for all f ∈ Hp and n ∈ N+, where [p] denotes the integer part of p. In [35] it was

proved that the sequence {1/k2−p}∞k=1 (0 < p < 1) in (1.1) cannot be improved.

Weisz considered the norm convergence of Fejér means of Vilenkin-Fourier series

and proved the following:

Theorem W1 (Weisz [42]). Let p > 1/2 and f ∈ Hp. Then there exists an

absolute constant cp, depending only on p, such that

‖σkf‖p 6 cp‖f‖Hp for all f ∈ Hp and k = 1, 2, . . .

Theorem W1 implies that

1

n2p−1

n∑

k=1

‖σkf‖pp
k2−2p

6 cp‖f‖pHp
, 1/2 < p <∞, n = 1, 2, . . .

If Theorem W1 held for 0 < p 6 1/2, then we would have

(1.2)
1

log[1/2+p] n

n∑

k=1

‖σkf‖pp
k2−2p

6 cp‖f‖pHp
, 0 < p 6 1/2, n = 2, 3, . . .
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However, in [36] it was proved that the assumption p > 1/2 in Theorem W1 is

essential. In particular, we showed that there exists a martingale f ∈ H1/2 such that

sup
n

‖σnf‖1/2 = ∞.

In [5] it was proved that (1.2) holds, though the Fejér means is not of type (Hp, Lp)

for 0 < p 6 1/2. This result for the (C,α) means (0 < α < 1) when p = 1/(1 + α)

was generalized in [4].

In this paper we prove and discuss some new (Hp, Lp)-type inequalities for

weighted maximal operators of Vilenkin-Nörlund means with non-increasing coeffi-

cients. These results are the best possible in a special sense. As applications, some

well-known as well as new results are pointed out in the theory of strong convergence

of Vilenkin-Nörlund means.

The paper is organized as follows: in order not to disturb our discussions later

on some definitions and notation are presented in Section 2. The main results and

some of their consequences can be found in Section 3. For the proofs of the main

results we need some auxiliary results of independent interest. Also these results are

presented in Section 3. The detailed proofs are given in Section 4.

2. Definitions and notation

Denote by N+ the set of positive integers, N := N+ ∪ {0}. Let m := (m0,m1, . . .)

be a sequence of positive integers not less than 2. Denote by

Zmn := {0, 1, . . . ,mn − 1}

the additive group of integers modulo mn.

Define the group Gm as the complete direct product of the groups Zmn with

the product of the discrete topologies of Zmn ’s. In this paper we discuss bounded

Vilenkin groups, i.e., the case when sup
n∈N

mn <∞.
The direct product µ of the measures

µn({j}) := 1/mn, j ∈ Zmn

is the Haar measure on Gm with µ(Gm) = 1.

The elements of Gm are represented by sequences

x := (x0, x1, . . . , xn, . . .), xn ∈ Zmn .
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It is easy to give a base for the neighbourhood of Gm:

I0(x) := Gm, In(x) := {y ∈ Gm : y0 = x0, . . . , yn−1 = xn−1}, x ∈ Gm, n ∈ N.

Denote In := In(0) for n ∈ N+ and

en := (0, . . . , xn = 1, 0, . . .) ∈ Gm, n ∈ N.

It is evident that

(2.1) IN =

(N−2⋃

k=0

mk−1⋃

xk=1

N−1⋃

l=k+1

ml−1⋃

xl=1

Il+1(xkek + xlel)

)
∪
(N−1⋃

k=0

mk−1⋃

xk=1

IN (xkek)

)
.

If we define the so-called generalized number system based on m in the following

way:

M0 := 1, Mn+1 := mnMn, n ∈ N,

then every n ∈ N can be uniquely expressed as

n =
∞∑

k=0

nkMk, where nk ∈ Zmk
, k ∈ N+

and only a finite number of nk’s differ from zero.

Next, we introduce on Gm an orthonormal system which is called the Vilenkin sys-

tem. First we define the complex-valued functions rk(x) : Gm → C, the generalized

Rademacher functions, by

rk(x) := exp
2πixk
mk

, i2 = −1, x ∈ Gm, k ∈ N.

Now, define the Vilenkin system ψ := (ψn : n ∈ N) on Gm as

ψn(x) :=

∞∏

k=0

rnk

k (x), n ∈ N.

In particular, we call this system the Walsh-Paley system when m ≡ 2.

The norm (or quasi-norm) of the space Lp(Gm) (0 < p <∞) is defined by

‖f‖pp :=

∫

Gm

‖f‖p dµ.

The space weak-Lp(Gm) consists of all measurable functions f for which

‖f‖pweak−Lp
:= sup

λ>0
λpµ(f > λ) <∞.
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The Vilenkin system is orthonormal and complete in L2(Gm) (see [38]).

Now we introduce analogues of the usual definitions in Fourier analysis. If f ∈
L1(Gm) we can define the Fourier coefficients, the partial sums of the Fourier series,

the Dirichlet kernels with respect to the Vilenkin system in the usual manner:

f̂(n) :=

∫

Gm

fψn dµ, Snf :=

n−1∑

k=0

f̂(k)ψk, Dn :=

n−1∑

k=0

ψk, n ∈ N+,

respectively.

Recall that

(2.2) DMn(x) =

{
Mn if x ∈ In,

0 if x /∈ In.

It is also known that (see [2], [9] and [16])

(2.3) DsMn = DMn

s−1∑

k=0

ψkMn = DMn

s−1∑

k=0

rkn,

and

(2.4) DsMn−j = DsMn − ψsMn−1Dj, j = 1, . . . ,Mn − 1.

The σ-algebra generated by the intervals {In(x) : x ∈ Gm} will be denoted by ̥n

(n ∈ N). Denote by f = (f (n), n ∈ N) a martingale with respect to ̥n (n ∈ N). (For

details see e.g. [42].)

The maximal function of a martingale f is defined by

f∗ := sup
n∈N

‖f (n)‖.

For 0 < p < ∞ the Hardy martingale spaces Hp(Gm) consist of all martingales

for which

‖f‖Hp := ‖f∗‖p <∞.

If f = (f (n), n ∈ N) is a martingale, then the Vilenkin-Fourier coefficients must

be defined in a slightly different manner:

f̂(i) := lim
k→∞

∫

Gm

f (k)ψi dµ.
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Let {qn : n > 0} be a sequence of non-negative numbers. The n-th Nörlund mean
is defined by

tnf :=
1

Qn

n∑

k=1

qn−kSkf,

where

Qn :=

n−1∑

k=0

qk.

It is well known that

tnf(x) =

∫

Gm

f(t)Fn(x − t) dt,

where Fn are the so called Nörlund kernels

Fn :=
1

Qn

n∑

k=1

qn−kDk.

We always assume that q0 > 0 and lim
n→∞

Qn = ∞. In this case (see [18]) the
summability method generated by {qn : n > 0} is regular if and only if

lim
n→∞

qn−1

Qn
= ∞.

If qn ≡ 1, then we get the usual n-th Fejér mean and Fejér kernel

σnf :=
1

n

n∑

k=1

Skf, Kn :=
1

n

n∑

k=1

Dk,

respectively.

Let t, n ∈ N. It is known that (see [7])

(2.5) KMn(x) =





0 if x− xtet /∈ In, x ∈ It \ It+1,

Mt

1− rt(x)
if x− xtet ∈ In, x ∈ It \ It+1,

(Mn + 1)/2 if x ∈ In.

The (C,α)-means (Cesàro means) of the Vilenkin-Fourier series are defined by

σα
nf :=

1

Aα
n

n∑

k=1

Aα−1
n−kSkf,
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where

Aα
0 := 0, Aα

n :=
(α+ 1) . . . (α+ n)

n!
, α 6= −1,−2, . . .

The n-th Riesz logarithmic mean Rn and the Nörlund logarithmic mean Ln are

defined by

Rnf :=
1

ln

n−1∑

k=1

Skf

k
, Lnf :=

1

ln

n−1∑

k=1

Skf

n− k
,

respectively, where

ln :=
n−1∑

k=1

1

k
.

For the martingale f we consider the maximal operators

t∗f := sup
n∈N

|tnf |, σ∗f := sup
n∈N

|σnf |, σα,∗f := sup
n∈N

|σα
nf |,

R∗f := sup
n∈N

|Rnf |, L∗f := sup
n∈N

|Lnf |.

We also define the weighted maximal operators

t̃∗f := sup
n∈N

|tnf |
log1+α(n+ 1)

,

σ̃α,∗f := sup
n∈N

|σα
nf |

log1+α(n+ 1)
,

σ̃∗f := sup
n∈N

|σnf |
log2(n+ 1)

.

A bounded measurable function a is called a p-atom, if there exists an interval I

such that ∫

I

a dµ = 0, ‖a‖∞ 6 µ(I)−1/p, supp(a) ⊂ I.

3. Results

Main results and some of their consequences

Theorem 3.1. Let f ∈ H1/(1+α), where 0 < α 6 1, and let {qn : n > 0} be
a non-increasing sequence of numbers such that

(3.1)
nα

Qn
= O(1) as n→ ∞,
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and

(3.2)
qn − qn+1

nα−2
= O(1) as n→ ∞.

Then there exists an absolute constant cα, depending only on α, such that

‖t̃∗f‖1/(1+α) 6 cα‖f‖H1/(1+α)
.

Corollary 3.2 (Blahota, Tephnadze [4]). Let f ∈ H1/(1+α), where 0 < α < 1.

Then there exists an absolute constant cα, depending only on α, such that

‖σ̃α,∗f‖1/(1+α) 6 cα‖f‖H1/(1+α)
.

Corollary 3.3 (Goginava [13], Tephnadze [34]). Let f ∈ H1/2. Then there exists

an absolute constant c such that

‖σ̃∗f‖1/2 6 c‖f‖H1/2
.

Theorem 3.4. Let f ∈ H1/(1+α), where 0 < α < 1, and let {qn : n > 0} be
a non-increasing sequence of numbers satisfying conditions (3.1) and (3.2). Then

there exists an absolute constant cα, depending only on α, such that

1

logn

n∑

k=1

‖tkf‖1/(1+α)
H1/(1+α)

k
6 cα‖f‖1/(1+α)

H1/(1+α)
.

Corollary 3.5 (Blahota, Tephnadze [4]). Let f ∈ H1/(1+α), where 0 < α < 1.

Then there exists an absolute constant cα, depending only on α, such that

1

logn

n∑

k=1

‖σα
k f‖

1/(1+α)
H1/(1+α)

k
6 cα‖f‖1/(1+α)

H1/(1+α)
.

Corollary 3.6 (Blahota, Tephnadze [5], Tephnadze [32]). Let f ∈ H1/2. Then

there exists an absolute constant c such that

1

logn

n∑

k=1

‖σkf‖1/21/2

k
6 c‖f‖1/2H1/2

.

991



Remark 3.7. For some non-increasing sequence {qn : n > 0} of numbers, condi-
tions (3.1) and (3.2) can be true or false independently.

Remark 3.8. Since Cesàro means satisfy conditions (3.1) and (3.2), we immedi-

ately obtain from Theorem BT that the rate of the weights {log1+α(n + 1)}∞n=1 in

the n-th Nörlund mean cannot be improved.

Some auxiliary results

Weisz proved that the following is true:

Lemma 3.9 (Weisz [42]). Suppose that an operator T is σ-linear and for some

0 < p 6 1 ∫

I

|Ta|p dµ 6 cp <∞

for every p-atom a, where I denotes the support of the atom. If T is bounded from

L∞ to L∞, then

‖Tf‖p 6 cp‖f‖Hp .

We also state three new lemmas we need for the proofs of our main results but

which are also of independent interest:

Lemma 3.10. Let sMn < r 6 (s+ 1)Mn, where 1 6 s < mn. Then

(3.3) QrFr = QrDsMn − wsMn−1

sMn−2∑

l=1

(qr−sMn+l − qr−sMn+l+1)lKl

− ψsMn−1(sMn − 1)qr−1KsMn−1 + ψsMnQr−sMnFr−sMn .

The next lemma is a generalization of an analogous estimate of the Cesàro means

(see [12]).

Lemma 3.11. Let 0 < α 6 1 and let {qn : n > 0} be a non-increasing sequence
of numbers satisfying conditions (3.1) and (3.2). Then

|Fn| 6
cα
nα

{ |n|∑

j=0

Mα
j |KMj |

}
.

992



Lemma 3.12. Let 0 < α 6 1 and let {qn : n > 0} be a non-increasing sequence
of numbers satisfying conditions (3.1) and (3.2). If r >MN , then

∫

IN

|Fr(x− t)| dµ(t) 6 cαM
α
l Mk

rαMN
, x ∈ Il+1(skek + slel),

where

1 6 sk 6 mk − 1, 1 6 sl 6 ml − 1, k = 0, . . . , N − 2, l = k + 2, . . . , N − 1,

and ∫

IN

|Fr(x − t)| dµ(t) 6 cαMk

MN
, x ∈ IN (skek),

where

1 6 sk 6 mk − 1, k = 0, . . . , N − 1.

4. Proofs

P r o o f of Lemma 3.10. In [16] Goginava proved a similar equality for the kernel

of Nörlund logarithmic mean Ln. We will use his method.

Let sMn < r 6 (s+ 1)Mn, where 1 6 s < mn. It is easy to show that

(4.1)
r∑

k=1

qr−kDk =

sMn∑

l=1

qr−lDl +
r∑

l=sMn+1

qr−lDl := I + II.

By combining (2.4) and Abel transformation we get that

(4.2) I =

sMn−1∑

l=0

qr−sMn+lDsMn−l =

sMn−1∑

l=1

qr−sMn+lDsMn−l + qr−sMnDsMn

= DsMn

sMn−1∑

l=0

qr−sMn+l − ψsMn−1

sMn−1∑

l=1

qr−sMn+lDl

= (Qr −Qr−sMn)DsMn − ψsMn−1

sMn−2∑

l=1

(qr−sMn+l − qr−sMn+l+1)lKl

− ψsMn−1qr−1(sMn − 1)KsMn−1.

Since

Dj+sMn = DsMn + ψsMnDj , j = 1, 2, . . . , sMn − 1,
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for II we have that

(4.3) II =

r−sMn∑

l=1

qr−sMn−lDl+sMn = Qr−sMnDsMn + ψsMnQr−sMnFr−sMn .

By combining (4.1)–(4.3) we obtain (3.3) and the proof is complete.

P r o o f of Lemma 3.11. Let sMn < k 6 (s + 1)Mn, where 1 6 s < mn, and let

the sequence {qk : k > 0} be non-increasing and satisfy the condition

(4.4)
q0n

Qn
= O(1) as n→ ∞.

By using Abel transformation we get that

(4.5) Qn =

n∑

j=1

qn−j · 1 =

n−1∑

j=1

(qn−j − qn−j−1)j + q0n

and

(4.6) Fn =
1

Qn

(n−1∑

j=1

(qn−j − qn−j−1)jKj + q0nKn

)
.

Since

(4.7) n|Kn| 6 c

|n|∑

A=0

MA|KMA |,

by combining (4.5) and (4.6) we immediately get that

|Fn| 6
c

Qn

(n−1∑

j=1

|qn−j − qn−j−1|+ q0

) |n|∑

A=0

MA|KMA |

=
c

Qn

(n−1∑

j=1

−(qn−j − qn−j−1) + q0

) |n|∑

A=0

MA|KMA |

6 c
2q0 − qn−1

Qn

|n|∑

A=0

MA|KMA | 6
c

Qn

‖n‖∑

A=0

MA|KMA | 6
c

n

|n|∑

A=0

MA|KMA |.

Since the case q0n/Qn = O(1), as n → ∞, have already been considered, we can
exclude it.
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Let 0 < α < 1. We may assume that {qk : k > 0} satisfies conditions (3.1) and
(3.2) and in addition, the condition

Qn

q0n
= o(1) as n→ ∞.

It follows that

(4.8) qn = q0
qnn

q0n
6 q0

Qn

q0n
= o(1) as n→ ∞.

By using (4.8) we immediately get that

(4.9) qn =

∞∑

l=n

(ql − ql+1) 6

∞∑

l=n

1

l2−α
6

c

n1−α

and

(4.10) Qn =

n−1∑

l=0

ql 6

n∑

l=1

c

l1−α
6 cnα.

Let sMn 6 k 6 (s+ 1)Mn. It is easy to show that

(4.11) Qk|DsMn | 6 cMα
n |DsMn |

and

(4.12) (sMn − 1)qk−1|KsMn−1| 6 ckα−1Mn|KsMn−1| 6 cMα
n |KsMn−1|.

Let

n = sn1Mn1 + sn2Mn2 + . . .+ snrMnr , n1 > n2 > . . . > nr,

and

n(k) = snk+1
Mnk+1

+ . . .+ snrMnr , 1 6 snl
6 ml − 1, l = 1, . . . , r.

By combining (4.11), (4.12) and Lemma 3.10 we have that

|QnFn| 6 cα

(
Mα

n1
|Dsn1Mn1

|+
sn1Mn1−1∑

l=1

|(n(1) + l)α−2| |lKl|

+Mα
n1
|Ksn1Mn1−1|+ |Qn(1)Fn(1) |

)
.
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By repeating this process r-times we get that

|QnFn| 6 cα

r∑

k=1

(
Mα

nk
|Dsnk

Mnk
|+

snk
Mnk

−1∑

l=1

(n(k) + l)α−2|lKl|

+Mα
nk
|Ksnk

Mnk
−1|

)
:= I + II + III.

By combining (2.2), (2.3) and (2.5) we obtain that

I 6 cα

n∑

k=1

Mα
k |DMk

| 6 cα

n∑

k=1

Mα
k |KMk

|

and

III 6 cα

r∑

k=1

Mα−1
nk

|Mnk
Ksnk

Mnk
−Dsnk

Mnk
| 6 cα

r∑

k=1

Mα
k |KMk

|.

Moreover,

II = cα

r∑

k=1

nk∑

A=1

sAMA−1∑

l=sA−1MA−1

(n(k) + l)α−2|lKl|

= cα

r∑

k=1

nk+1∑

A=1

∑

l=sA−1M
sAMA−1

A−1

(n(k) + l)α−2|lKl|

+ cα

r∑

k=1

nk∑

A=nk+1+1

l=sA−1MA−1∑

sAMA−1

(n(k) + l)α−2|lKl|

6 cα

r∑

k=1

Mα−2
nk+1

nk+1∑

A=1

sAMA−1∑

l=sA−1MA−1

|lKl|

+ cα

r∑

k=1

nk∑

A=nk+1+1

Mα−2
A

sAMA−1∑

l=sA−1MA−1

|lKl| := II1 + II2.

By combining (2.5) and (4.7) for II1 we get that

II1 6 cα

r∑

k=1

Mα−2
nk+1

nk+1∑

A=1

sAMA−1∑

l=sA−1MA−1

A∑

j=0

Mj |KMj |

6 cα

n1∑

k=1

Mα−2
k

k∑

A=1

MA

A∑

j=0

Mj |KMj | 6 cα

n1∑

k=0

Mα−1
k

k∑

j=0

Mj|KMj |

= cα

n1∑

j=0

Mj |KMj |
n1∑

k=j

Mα−1
k 6 cα

n1∑

j=0

Mα
j |KMj |.
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By using (4.7) for II2 we have similarly that

II2 6 cα

r∑

k=1

nk∑

A=nk+1+1

Mα−1
A

A∑

j=0

Mj |KMj |

6 cα

n1∑

A=1

Mα−1
A

A∑

j=0

Mj |KMj | 6 cα

n1∑

j=0

Mα
j |KMj |.

The proof is completed by combining the estimates above. �

P r o o f of Lemma 3.12. Let x ∈ Il+1(skek + slel), 1 6 sk 6 mk − 1, 1 6 sl 6

ml − 1. Then, by applying (2.5), we have that

KMn(x) = 0, when n > l > k.

Suppose that k < n 6 l. By using (2.5) we get that

|KMn(x)| 6 cMk.

Let n 6 k < l. Then

|KMn(x)| =
Mn + 1

2
6 cMk.

If we now apply Lemma 3.11 we can conclude that

(4.13) Qr|Fr(x)| 6 cα

l∑

A=0

Mα
A|KMA(x)| 6 cα

l∑

A=0

Mα
AMk 6 cαM

α
l Mk.

Let x ∈ Il+1(skek+slel) for some 0 6 k < l 6 N−1. Since x−t ∈ Il+1(skek+slel)

for t ∈ IN and r >MN , from (4.13) we obtain that

(4.14)
∫

IN

|Fr(x− t)| dµ(t) 6 cαM
α
l Mk

rαMN
.

Let x ∈ IN (skek) , k = 0, . . . , N − 1. Then, by applying Lemma 3.11 and (2.5),

we have that

(4.15)
∫

IN

Qr|Fr(x− t)| dµ(t) 6
|r|∑

A=0

Mα
A

∫

IN

|KMA(x− t)| dµ(t).

Let x ∈ IN (skek), k = 0, . . . , N − 1, t ∈ IN and xq 6= tq, where N 6 q 6 |r| − 1.

By combining (2.5) and (4.15) we get that

∫

IN

Qr|Fr(x− t)| dµ(t) 6 cα

q−1∑

A=0

Mα
A

∫

IN

Mk dµ(t) 6
cαMkM

α
q

MN
.
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Hence,

(4.16)
∫

IN

|Fr(x − t)| dµ(t) 6
cαMkM

α
q

rαMN
6
cαMk

MN
.

Let x ∈ IN (skek), k = 0, . . . , N − 1, t ∈ IN and xN = tN , . . . , x|r|−1 = t|r|−1. By

applying again (2.5) and (4.15) we have that

(4.17)
∫

IN

|Fr(x − t)| dµ(t) 6 cα
rα

|r|−1∑

A=0

Mα
A

∫

IN

Mk dµ(t) 6
cαMk

MN
.

By combining (4.14), (4.16) and (4.17) we complete the proof of Lemma 3.12. �

P r o o f of Theorem 3.1. According to Lemma 3.9 the proof of the first part of

Theorem 3.1 will be complete if we show that

∫

IN

|t̃∗a(x)|1/(1+α) dµ(x) <∞

for every 1/(1 + α)-atom a. We may assume that a is an arbitrary 1/(1 + α)-atom

with support I, µ(I) = M−1
N and I = IN . It is easy to see that tn(a) = 0 when

n 6MN . Therefore, we can suppose that n > MN .

Let x ∈ IN . Since tn is bounded from L∞ to L∞ (the boundedness follows from

Lemma 3.11 and ‖a‖∞ 6M1+α
N we obtain that

|tna(x)| 6
∫

IN

|a(t)| |Fn(x− t)| dµ(t) 6 ‖a‖∞
∫

IN

|Fn(x− t)| dµ(t)

6 cαM
1+α
N

∫

IN

|Fn(x− t)| dµ(t).

Let x ∈ Il+1(skek + slel), 0 6 k < l < N . From Lemma 3.12 we get that

(4.18) |tna(x)| 6
cαM

α
l MkM

α
N

nα
.

Let x ∈ IN (skek), 0 6 k < N . Lemma 3.12 implies that

(4.19) |tna(x)| 6 cαMkM
α
N .
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By combining (2.1) and (4.18)–(4.19) we obtain that
∫

IN

|t̃∗a(x)|1/(1+α) dµ(x)

=

N−2∑

k=0

mk−1∑

sk=1

N−1∑

l=k+1

ml−1∑

sl=1

∫

Il+1(skek+slel)

sup
n>MN

∣∣∣ tna(x)

log1+α(n+ 1)

∣∣∣
1/(1+α)

dµ(x)

+

N−1∑

k=0

mk−1∑

sk=1

∫

IN (skek)

sup
n>MN

∣∣∣ tna(x)

log1+α(n+ 1)

∣∣∣
1/(1+α)

dµ(x)

6
cα
N

N−2∑

k=0

mk−1∑

sk=1

N−1∑

l=k+1

ml−1∑

sl=1

∫

Il+1(skek+slel)

sup
n>MN

|tna(x)|1/(1+α) dµ(x)

+
cα
N

N−1∑

k=0

mk−1∑

sk=1

∫

IN (skek)

sup
n>MN

|tna(x)|1/(1+α) dµ(x)

6
cα
N

N−2∑

k=0

N−1∑

l=k+1

(mk − 1)(ml − 1)

Ml+1

(Mα
l Mk)

1/(1+α)M
α/(1+α)
N

Mα/(1+α)

+
cα
N

N−1∑

k=0

(mk − 1)

MN
M

α/(1+α)
N M

1/(1+α)
k

6
cα
N

N−2∑

k=0

N−1∑

l=k+1

(Mα
l Mk)

1/(1+α)

Ml+1
+
cα
N

N−1∑

k=0

M
1/(1+α)
k

M
1/(1+α)
N

6 cα <∞.

The proof is complete. �

P r o o f of Theorem 3.4. By Lemma 3.9 the proof of Theorem 3.4 will be com-

plete, if we show that

1

logn

n∑

k=1

1

k
‖tka‖1/(1+α)

1/(1+α) 6 cα <∞

for every 1/(1+α)-atom a. Analogously to the proof of Theorem 3.1 we may assume

that a is an arbitrary 1/(1 + α)-atom with support I, µ(I) = M−1
N and I = IN and

n > MN .

Let x ∈ IN . Since tm is bounded from L∞ to L∞ (the boundedness follows from

Lemma 3.11) and ‖a‖∞ 6M1+α
N , we obtain that

∫

IN

|tna(x)|1/(1+α) dµ 6 ‖a(x)‖1/(1+α)
∞ M−1

N 6 cα <∞.

Hence
1

logn

n∑

k=MN

1

k

∫

IN

|tka(x)|1/(1+α) dµ 6
cα

logn

n∑

k=1

1

k
6 cα <∞.
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By combining (2.1) and (4.18)–(4.19) we can conclude that

1

logn

n∑

k=MN

1

k

∫

IN

|tka(x)|1/(1+α) dµ(x)

=
1

logn

n∑

k=MN

N−2∑

r=0

mr−1∑

sr=1

N−1∑

l=r+1

ml−1∑

sl=1

1

k

∫

Il+1(srer+slel)

|tka(x)|1/(1+α) dµ(x)

+
1

logn

n∑

k=MN

N−1∑

r=0

mr−1∑

sr=1

1

k

∫

IN (srer)

|tka(x)|1/(1+α) dµ(x)

6
1

logn

( n∑

k=MN

cαM
α/(1+α)
N

kα/(1+α)+1
+

n∑

k=MN

cα
k

)
< cα <∞.

The proof is complete. �

P r o o f of Remark 3.7. Let us see an example. Let

qn :=

{ 1√
n
if n ∈ N+,

0 if n = 0.

Then this sequence is non-increasing and non-negative.

1. Let 0 < α < 1/2 be arbitrary. It is easy to see that if n > 2, then

Qn >

n−2∑

k=1

1√
k
>

∫ n−1

1

1√
x
dx = 2

√
n− 1− 2.

Recalling α < 1/2 we obtain

0 <
nα

Qn
<

nα

2
√
n− 1− 2

= O(1).

On the other hand,

qn − qn+1

nα−2
=

1√
1 + 1/n

(√
1 + 1/n+ 1

)n1/2−α 6= O(1).

2. Analogously we can show that in the case of α > 1/2 the situation is the

opposite. �
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