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Stratonovich-Weyl correspondence
for the Jacobi group

Benjamin Cahen

Abstract. We construct and study a Stratonovich-Weyl correspondence for
the holomorphic representations of the Jacobi group.

1 Introduction
The notion of Stratonovich-Weyl correspondence was introduced in [27] as a gen-
eralization of the classical Weyl correspondence [1]. The systematic study of the
Stratonovich-Weyl correspondences began with the work of J.M. Gracia-Bond̀ıa,
J.C. Vàrilly and their co-workers (see [15], [17], [19] and [20]).

Definition 1. [19] Let G be a Lie group and π a unitary representation of G on a
Hilbert space H. Let M be a homogeneous G-space and µ a (suitably normalized)
G-invariant measure on M . Then a Stratonovich-Weyl correspondence for the
triple (G, π,M) is an isomorphism W from a vector space of operators on H to a
space of (generalized) functions on M satisfying the following properties:

1. W maps the identity operator of H to the constant function 1;

2. the function W (A∗) is the complex-conjugate of W (A);

3. Covariance: we have W (π(g)Aπ(g)−1)(x) = W (A)(g−1 · x);

4. Traciality: we have∫
M

W (A)(x)W (B)(x) dµ(x) = Tr(AB).

2010 MSC: 22E27, 32M10, 46E22
Key words: Berezin quantization, Berezin transform, quasi-Hermitian Lie group, unitary

representation, holomorphic representation, reproducing kernel Hilbert space, Jacobi group,
Stratonovich-Weyl correspondence
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The basic example is the case when G is the (2n + 1)-dimensional Heisenberg
group Hn acting on R2n by translations and π is a Schrödinger representation of
Hn on L2(Rn). In this case, the classical Weyl correspondence gives a Stratonovich-
-Weyl correspondence for the triple (Hn, π,R2n) [18], [19].

Stratonovich-Weyl correspondences were constructed for various Lie group rep-
resentations, in particular for the massive representations of the Poincaré group
[15], [19].

In [13], we constructed and studied a Stratonovich-Weyl correspondence for a
quasi-Hermitian Lie group G and a unitary representation π of G which is holo-
morphically induced from a unitary character of a compactly embedded subgroup
K of G (see also our earlier papers [11] and [12]). The construction is based on an
idea of [17] consisting in modifying suitably the Berezin correspondence S (see also
[2] and [3]). More precisely, recall that S is an isomorphism from the Hilbert space
of all Hilbert-Schmidt operators on H (endowed with the Hilbert-Schmidt norm)
onto a space of square integrable functions on a homogeneous complex domain [28].
Then the Stratonovich-Weyl correspondence W is obtained by taking the isomet-
ric part in the polar decomposition of S, that is, W := (SS∗)−1/2S. Note that
B := SS∗ is the so-called Berezin transform which have been intensively studied
by many authors, see in particular [16], [23], [24], [28], [29].

In [13], we showed that, when the Lie algebra g of G is reductive, the mappings
B and W can be extended to a class of functions which contains S(dπ(X)) for each
X ∈ g and that, for each simple ideal s in g, there exists a constant c ≥ 0 such
that W (dπ(X)) = cS(dπ(X)) for each X ∈ s. However, it seems difficult to obtain
the analogous results in the general case.

In the present paper, we aim to study B and W in the particular case of the
Jacobi group. The Jacobi group is the semi-direct product of the 3-dimensional
real Heisenberg group by the unitary group SU(1, 1). This group plays an im-
portant role in different areas of Mathematics and Physics as for instance Theory
of automorphic forms (Jacobi forms, theta functions), Quantum Optics (squeezed
states) and Harmonic Analysis, see [4] and [9]. In particular, the Jacobi group
appears as an important example of non-reductive Lie group of Harish-Chandra
type [22], [26] and its holomorphic unitary representations were studied by many
authors, see [4], [5], [8], [9] and [22]. Moreover, the metaplectic factorization [22]
should be used to reduce, in some sense, the general case to the case of some gen-
eralized Jacobi group and then the study of the case of the Jacobi group can be
considered as a first step towards the general case. Recall that the metaplectic
factorization is a method for decomposing a unitary highest weight representation
of a quasi-Hermitian Lie group as the tensor product of a unitary highest weight
representation of a reductive group and a highest weight representation of some
generalized Heisenberg group [22], p. 361.

In this paper, we begin by some generalities on the Jacobi group (Section 2) and
its holomorphic representations (Section 3). We introduce the Berezin correspon-
dence S, the Berezin transform B and the Stratonovich-Weyl correspondence W
(Section 4). Under some technical assumptions, we extend B to a class of functions
which contains S(dπ(X)) for each X ∈ g (Section 5). Finally, we give an explicit
expression for W (dπ(X)), X ∈ g (Section 6).
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2 The Jacobi group
This section is devoted to generalities on the Jacobi group. The material of this
section and of the following section is essentially taken from [18], Chapter 4, [22],
Chapters VII and XII, [14] (see also [9]).

Consider the symplectic form ω on C2 defined by

ω
(
(z, w), (z′, w′)

)
=
i

2
(zw′ − z′w).

for z, w, z′, w′ ∈ C. The 3-dimensional real Heisenberg group is

H :=
{(

(z, z̄), c
)

: z ∈ C, c ∈ R
}

endowed with the multiplication(
(z, z̄), c

)
·
(
(z′, z̄′), c′

)
=
(

(z + z′, z̄ + z̄′), c+ c′ + 1
2ω
(
(z, z̄), (z′, z̄′)

))
.

Then the complexification Hc of H is Hc := {((z, w), c) : z, w ∈ C, c ∈ C} and the
multiplication of Hc is obtained by replacing (z, z̄) by (z, w) and (z′, z̄′) by (z′, w′)
in the previous formula. We denote by h and hc the Lie algebras of H and Hc.

Now consider the group S := SU(1, 1) consisting of all matrices

h =

(
a b
b̄ ā

)
, a, b ∈ C , |a|2 − |b|2 = 1 .

The group S acts on H by

h·
(
(z, z̄), c

)
=
(
h(z, z̄), c

)
= (az + bz̄, āz̄ + b̄z, c)

for h as before, the elements of C2 being considered as column vectors. Then we
can form the semi-direct product G := H o S which is called the Jacobi group.
The elements of G can be written as ((z, z̄), c, h) where z ∈ C, c ∈ R and h ∈ S.
The multiplication of G is thus given by(
(z, z̄), c, h

)
·
(
(z′, z̄′), c′, h′

)
=
(

(z, z̄) + h(z′, z̄′), c+ c′ + 1
2ω
(
(z, z̄), h(z′, z̄′)

)
, hh′

)
.

The complexification of S is Sc = SL(2,C). The complexification Gc of G is
then the semi-direct product Gc = Hc o SL(2,C) and the multiplication of Gc is
obtained by replacing z̄ and z̄′ by w and w′ in the preceding formula. We denote
by s, sc, g and gc the Lie algebras of S, Sc, G and Gc. The Lie bracket of gc is
given by[(

(z, w), c, A
)
,
(
(z′, w′), c′, A′

)]
=
(
A(z′, w′)−A′(z, w), ω((z, w), (z′, w′)), [A,A′]

)
.

Let θ denote conjugation with respect to the real form g of gc. For X ∈ gc, we
set X∗ = −θ(X). We can easily verify that if X =

(
(z, w), c,

(
a b
c −a

))
∈ gc then

X∗ =

(
(−w̄,−z̄),−c̄,

(
ā −c̄
−b̄ −ā

))
.
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Also, we denote by g → g∗ the involutive anti-automorphism of Gc which is ob-
tained by exponentiating X → X∗ to Gc.

Let K be the subgroup of G consisting of all elements
(
(0, 0), c,

(
a 0
0 ā

))
where

c ∈ R and |a| = 1. Then the Lie algebra k of K is a maximal compactly embedded
(Cartan) subalgebra of g. Let us introduce the linear form ε defined on k by
ε
(
(0, 0), c,

(
a 0
0 ā

))
= a. Then one can easily verify that the roots of kc on gc are ±ε

and ±2ε. In the terminology of [22] p. 234–235, ±2ε are the (non-compact) semi-
simple roots, ±ε are the solvable roots (in that case, there is no compact roots).
As in [22] p. 249, we can choose the adapted system of positive roots to be {ε, 2ε}.
The root space decomposition of gc is then gc = p+ ⊕ kc ⊕ p− where

p+ = gε ⊕ g2ε =

{(
(z, 0), 0,

(
0 u
0 0

))
: z ∈ C, u ∈ C

}
and

p− = g−ε ⊕ g−2ε =

{(
(0, w), 0,

(
0 0
v 0

))
: w ∈ C, v ∈ C

}
.

In the rest of the paper, we denote by a(z, u) the element
(
(z, 0), 0,

(
0 u
0 0

))
of

p+. Also, we denote by pp+ , pkc and pp− the projections of gc onto p+, kc and p−

associated with the above direct decomposition.
Let P+ and P− be the analytic subgroups of Gc with Lie algebras p+ and p−.

Then we have

P+ =

{(
(z, 0), 0,

(
1 u
0 1

))
: z ∈ C, u ∈ C

}
and

P− =

{(
(0, w), 0,

(
1 0
v 1

))
: w ∈ C, v ∈ C

}
.

Note that G is a group of the Harish-Chandra type [22], p. 507, that is, the
following properties are satisfied:

1. gc = p+⊕ kc⊕ p− is a direct sum of vector spaces, (p+)∗ = p− and [k+, p±] ⊂
p±;

2. The multiplication map P+KcP− → Gc, (z, k, y) → zky is a biholomorphic
diffeomorphism onto its open image;

3. G ⊂ P+KcP− and G ∩KcP− = K.

We denote by ζ : P+KcP− → P+, κ : P+KcP− → Kc and η : P+KcP− →
P− the projections onto P+-, Kc- and P−-components. We can verify that g =(
(z0, w0), c0,

(
a b
c d

))
in Gc has a P+KcP−-decomposition

g =

(
(z, 0), 0,

(
1 u
0 1

))
·
(

(0, 0), c̃,

(
p 0
0 1/p

))
·
(

(0, w), 0,

(
1 0
v 1

))
if and only if d 6= 0 and, in this case, we have z = z0−bd−1w0, u = bd−1, v = cd−1,
w = d−1w0, p = d−1 and c̃ = c0 − (1/4)i(z0 − bd−1w0)w0.
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Now we introduce an action (defined almost everywhere) of Gc on p+. For
Z ∈ p+ and g ∈ Gc with g expZ ∈ P+KcP−, we define the element g · Z of p+ by
g · Z := log ζ(g expZ). From the above formula for the P+KcP−-decomposition,
we deduce that the action of g =

(
(z0, w0), c0,

(
a b
c d

))
∈ Gc on a(z, u) ∈ p+ is given

by g · a(z, u) = a(z′, u′) where

u′ = (au+ b)(cu+ d)−1

and
z′ = z0 + az − (au+ b)(cu+ d)−1(w0 + cz) .

This implies that

D := G · 0 = {a(z, u) ∈ p+ : |u| < 1} ∼= C× D

where D denotes the unit open disk of C.
We can easily obtain a useful section Z → gZ for the action of G on D. Let

Z = a(z, u) ∈ D. Define gZ := ((z0, z̄0), 0, h0) ∈ G as follows. We set

z0 = (1− uū)−1(z + uz̄) , a = (1− uū)−1/2, b = (1− uū)−1/2u

and h0 =
(
a b
b̄ ā

)
. Then one has gZ · 0 = Z.

From this, we can compute the G-invariant measure µ on D. Let dµL(z, u) be
the Lebesgue measure on C×D normalized as follows. If z = x+ iy and u = v+ iw
with x, y, v, w ∈ R then dµL(z, u) := dx dy dv dw. Thus, we easily obtain that
dµ(Z) = (1 − uū)−3 dµL(z, u). This result can be also deduced from the general
formula for the invariant measure, see [22], p. 538.

Now we compute the adjoint and coadjoint actions of Gc. This can be done
as follows. We begin by the adjoint action of Gc. Let g = (v0, c0, h0) ∈ Gc where
v0 ∈ C2, c0 ∈ C and h0 ∈ Sc = SL(2,C) and X = (w, c, U) ∈ gc where w ∈ C2,
c ∈ C and U ∈ sc. We set exp(tX) = (w(t), c(t), exp(tU)). Then, since the
derivatives of w(t) and c(t) at t = 0 are w and c, we find that

Ad(g)X =
d

dt
(g exp(tX)g−1)|t=0

=
(
h0w − (Ad(h0)U)v0, c+ ω(v0, h0w)− 1

2ω(v0, (Ad(h0)U)v0),Ad(h0)U
)
.

On the other hand, let us denote by ξ = (u, d, ϕ), where u ∈ C2, d ∈ C and
ϕ ∈ (sc)

∗, the element of (gc)∗ defined by

〈ξ, (w, c, U)〉 = ω(u,w) + cd+ 〈ϕ,U〉.

Moreover, for u, v ∈ C2, we denote by v × u the element of (sc)∗ defined by

〈v × u, U〉 := ω(u, Uv)

for U ∈ sc.
Let ξ = (u, d, ϕ) ∈ (gc)∗ and g = (v0, c0, h0) ∈ Gc. Then, by using the relation〈

Ad∗(g)ξ,X
〉

=
〈
ξ,Ad(g−1)X

〉
for each X ∈ gc, we obtain

Ad∗(g)ξ =
(
h0u− dv0, d,Ad∗(h0)ϕ+ v0 × (h0u− d

2v0)
)

By restriction, we also get the formula for the coadjoint action of G.
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3 Holomorphic representations
Let us first recall the general method for constructing the holomorphic representa-
tions of G, see [22], Chapter XII. We follow the presentation of [13].

Let χ be a unitary character of K. The extension of χ to Kc is also de-
noted by χ. We set Kχ(Z,W ) = χ(κ(expW ∗ expZ))−1 for Z, W ∈ D and
Jχ(g, Z) = χ(κ(g expZ)) for g ∈ G and Z ∈ D. We consider the Hilbert space Hχ
of holomorphic functions on D such that

‖f‖2χ :=

∫
D
|f(Z)|2Kχ(Z,Z)−1cχdµ(Z) < +∞

where the constant cχ is defined by

c−1
χ =

∫
D
Kχ(Z,Z)−1 dµ(Z) .

As we shall see, under some condition on χ, we have that cχ is well-defined and
Hχ 6= (0). In that case, Hχ contains the polynomials [22], p. 546. Moreover, the
formula (

πχ(g)f
)
(Z) = Jχ(g−1, Z) f(g−1 · Z)

defines a unitary representation of G on Hχ which is a highest weight representa-
tion [22], p. 540.

The space Hχ is a reproducing kernel Hilbert space. More precisely, if we
set eZ(W ) := Kχ(W,Z) then we have we have the reproducing property f(Z) =
〈f, eZ〉χ for each f ∈ Hχ and each Z ∈ D [22], p. 540. Here 〈·, ·〉χ denotes the inner
product on Hχ.

Let’s define χ as follows. Fix γ ∈ R and m ∈ Z and for k =
(
(0, 0), c,

(
a 0
0 ā

))
∈ K

set χ(k) = eiγca−m. Then we have the following result.

Proposition 1. 1. Let Z = a(z, u) ∈ D and W = a(w, v) ∈ D. Then we have

Kχ(Z,W ) = (1− uv̄)−m exp

(
γ

4

(
2w̄z + v̄z2 + uw̄2

1− uv̄

))
.

2. We have Hχ 6= (0) if and only if m > 3/2. In this case, we also have
cχ = γ

2π2 (m− 3
2 ).

Proof.
1. This can be verified by a simple computation based on the P+KcP−-decom-

position.
2. By [22], Theorem XII.5.6, we have Hχ 6= (0) if and only

Iχ :=

∫
D
Kχ(Z,Z)−1 dµ(Z) <∞ .

Then we have to study the integral Iχ. We begin with the following remark. Let
A be a symmetric positive-definite n × n real matrix. By diagonalizing A we
immediately obtain that∫

Rn
e−Ax·x dx = πn/2(DetA)−1/2.
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From this, we deduce that∫
C

exp

(
−γ

4

(
2z̄z + ūz2 + uz̄2

1− uū

))
dµL(z) =

2π

γ
(1− uū)1/2

for each u ∈ D. Then, taking into account the above expression for Kχ(Z,Z), we
have

Iχ =

∫
C×D

(1− uū)m−3 exp

(
−γ

4

(
2z̄z + ūz2 + uz̄2

1− uū

))
dµL(z, u)

=
2π

γ

∫
D

(1− uū)m−
5
2 dµL(u) =

2π2

γ

∫ 1

0

(1− t)m− 5
2 dt .

Hence we have Hχ 6= (0) if and only if m > 3/2 and, in this case, we find that

c−1
χ = Iχ =

2π2

γ(m− 3
2 )
. �

Let g =
(
(z0, z̄0), c0,

(
a b
b̄ ā

))
∈ G and Z = a(z, u) ∈ D. Then, setting

c := c0 +
i

4
(b̄z0 − az̄0)z − i

4

(
z0 + az − au+ b

b̄u+ ā
(z̄0 + b̄z)

)
(z̄0 + b̄z),

one can verify that Jχ(g, Z) = eiγc(b̄u + ā)m. This gives an explicit but rather
complicated expression for (πχ(g)f)(Z).

Now we compute the derived representation dπχ.

Proposition 2. For each X ∈ gc, Z = a(z, u) ∈ D and f ∈ Hχ, we have(
dπχ(X)f

)
(Z) = dχ(pkc(e

− adZ X)) f(Z)− (df)Z
(
pp+(e− adZ X)

)
.

More precisely

1. If X =
(
(w, 0), 0,

(
0 v
0 0

))
∈ p+ then we have (dπχ(X)f)(Z) = −dfZ(X) hence

dπχ(X)f = −w∂zf − v∂uf ;

2. If X =
(
(0, 0), c,

(
a 0
0 −a

))
∈ kc then we have

(dπχ(X)f)(Z) = dχ(X)f(Z) + dfZ([Z,X])

hence
dπχ(X)f = (iγc−ma)f − a(z∂zf + 2u∂uf) ;

3. If X =
(
(0, w), 0,

(
0 0
v 0

))
∈ p− then we have(

dπχ(X)f
)
(Z) = (dχ ◦ pkc)

(
−[Z,X] +

1

2

[
Z, [Z,X]

])
f(Z)

− (dfZ ◦ pp+)
(
−[Z,X] +

1

2

[
Z, [Z,X]

])
hence

dπχ(X)f =
(γ

4
z(2w + vz) +muv

)
f + u(w + vz)∂zf + u2v∂uf .



38 Benjamin Cahen

Proof. Taking into account the fact that p+ is abelian, the first formula for dπχ(X)
follows from [13], Proposition 3.3 (see also [22], Proposition XII.2.1). The other
formulas follows from the first formula by routine computations which are mainly
based on the following fact. For eachX ∈ p− and Z ∈ p+ we have [Z, [Z, [Z,X]]] = 0
hence we get

e− adZ (X) = X − [Z,X] +
1

2
[Z, [Z,X]] . �

From this proposition we deduce the following result which will be needed later.

Proposition 3. Let X1, X2, . . . , Xq ∈ gc. Then the operator dπχ(X1X2 · · ·Xq) is a
sum of terms of the form Pr,s(z, u)∂rz∂

s
u where r + s ≤ q and Pr,s is a polynomial

of degree ≤ 2q.

Proof. This result is proved by induction on q by using Proposition 2. �

4 Berezin correspondence and Stratonovich-Weyl correspondence
We first review some general facts about the Berezin correspondence, the Berezin
transform and the Stratonovich-Weyl correspondence.

The Berezin correspondence Sχ is defined as follows. Consider an operator (not
necessarily bounded) A on Hχ whose domain contains eZ for each Z ∈ D. Then
the Berezin symbol of A is the function Sχ(A) defined on D by

Sχ(A)(Z) :=
〈AeZ , eZ〉χ
〈eZ , eZ〉χ

.

We can verify that each operator is determined by its Berezin symbol and that
if an operator A has adjoint A∗ then we have Sχ(A∗) = Sχ(A) [6], [7]. Moreover,
for each operator A on Hχ whose domain contains the coherent states eZ for each
Z ∈ D and each g ∈ G, the domain of πχ(g−1)Aπχ(g) also contains eZ for each
Z ∈ D and we have

Sχ
(
πχ(g)−1Aπχ(g)

)
(Z) = Sχ(A)(g · Z),

that is, Sχ is G-equivariant, see [13] where we have also proved the following result.

Proposition 4. 1. For g ∈ G and Z ∈ D, we have

Sχ
(
πχ(g)

)
(Z) = χ

(
κ(expZ∗g−1 expZ)−1κ(expZ∗ expZ)

)
.

2. For X ∈ gc and Z ∈ D, we have

Sχ
(
dπχ(X)

)
(Z) = dχ

(
pkc(Ad(ζ(expZ∗ expZ)−1 expZ∗)X

)
.

Consider the linear form ξ on gc defined by ξ = − idχ on kc and ξ = 0 on p±.
Then we have ξ(g) ⊂ R and the restriction ξχ of ξ to g is an element of g∗. More
precisely, with the notation of Section 2 we have ξχ = (0, γ, ϕm) where ϕm ∈ s∗ is
defined by ϕm

(
a b
c −a

)
= ima.

We denote by O(ξχ) the orbit of ξχ in g∗ for the coadjoint action of G. This
orbit is said to be associated with πχ by the Kostant-Kirillov method of orbits, see
[13], [21]. Moreover, we have the following result.
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Proposition 5. [13]

1. For each Z ∈ D, let

Ψχ(Z) := Ad∗
(
exp(−Z∗) ζ(expZ∗ expZ)

)
ξχ .

Then, for each X ∈ gc and each Z ∈ D, we have

S
(
dπχ(X)

)
(Z) = i

〈
Ψχ(Z), X

〉
.

2. For each g ∈ G and each Z ∈ D, we have Ψχ(g · Z) = Ad∗(g) Ψχ(Z).

3. The map Ψχ is a diffeomorphism from D onto O(ξχ).

We aim to make the expression of Ψχ more explicit. To this goal, we introduce
the following notation. For ϕ ∈ s∗, let α(ϕ) the unique element of s such that
〈ϕ,X〉 = Tr(α(ϕ)X) for each X ∈ s. In particular, one has α(ϕm) = m

2

(
i 0
0 −i

)
.

Moreover, for u = (x, x̄) ∈ C2 and v = (y, ȳ) ∈ C2 we have

α(v × u) =
i

4

(
−xȳ − x̄y 2xy
−2x̄ȳ xȳ + x̄y

)
.

Note also that α intertwines Ad∗ and Ad. Then, by a direct calculation we obtain
the following result.

Proposition 6. Let Z = a(z, u) ∈ D. Let us denote by ϕ(z, u) the element of s∗

defined by

α
(
ϕ(z, u)

)
=
mi

2
(1− uū)−1

(
1 + uū −2u

2ū −(1 + uū)

)
− γi

4
(1− uū)−2

(
−|z + uz̄|2 (z + uz̄)2

−(z̄ + ūz)2 |z + uz̄|2
)
.

Then we have

Ψχ(Z) =
(
−γ(1− uū)−1(z + uz̄, z̄ + ūz), γ, ϕ(z, u)

)
.

Let us recall the construction of the Stratonovich-Weyl correspondence [12],
[13], [17]. Denote by L2(Hχ) the space of all Hilbert-Schmidt operators on Hχ
and by µχ the G-invariant measure on D defined by dµχ(Z) = cχdµ(Z). Then the
map Sχ is a bounded operator from L2(Hχ) into L2(D, µχ) which is one-to-one
and has dense range [25], [28].

The Berezin transform is the operator on L2(D, µχ) defined by Bχ := SχS
∗
χ.

We can easily verify that we have

BχF (Z) =

∫
D
F (W )

|〈eZ , eW 〉|2χ
〈eZ , eZ〉χ〈eW , eW 〉χ

dµχ(W ) (1)

(see [6], [28], [29] for instance).
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Let ρ be the left-regular representation of G on L2(D, µχ). As a consequence
of the equivariance property for Sχ, we see that Bχ commute with ρ(g) for each
g ∈ G.

Let us consider the polar decomposition of Sχ:

Sχ = (SχS
∗
χ)1/2Wχ = B1/2

χ Wχ

where Wχ := B
−1/2
χ Sχ is a unitary operator from L2(Hχ) onto L2(D, µχ). We

immediately obtain the following proposition. Note that, by 2. of Proposition 5,
the measure µ0 := (Ψ−1

χ )∗(µχ) is a G-invariant measure on O(ξχ).

Proposition 7. 1) The map Wχ : L2(Hχ)→ L2(D, µχ) is a Stratonovich-Weyl cor-
respondence for the triple (G, πχ,D), that is, we have

1. Wχ(A∗) = Wχ(A);

2. Wχ(πχ(g)Aπχ(g)−1)(Z) = Wχ(A)(g−1 · Z);

3. Wχ is unitary.

2) Similarly, the map Wχ : L2(Hχ)→ L2(O(ξχ), µ0) defined by

Wχ(A) = Wχ(A) ◦Ψ−1
χ

is a Stratonovich-Weyl correspondence for the triple (G, πχ,O(ξχ)).

Here we have relaxed the requirement of Definition 1 that Wχ maps the identity
operator I to the constant function 1 which is not adapted to the present setting
(here I is not Hilbert-Schmidt). However, this requirement should hold in some
generalized sense, see for instance [19].

5 Extension of the Berezin transform
In this section, we show how to extend the Berezin transform to a class of func-
tions which contains Sχ(dπχ(X)) for each X ∈ gc, in order to define and study
Wχ(dπχ(X)). This question was investigated in [13] but only in the case of a re-
ductive Lie group. Here we adapt the method of [13], Section 6 to the case of the
Jacobi group.

We use the following notation. If L is a Lie group and X is an element of the
Lie algebra of L then we denote by X+ the corresponding right invariant vector
field on L, that is, X+(h) = d

dt (exp tX)h|t=0 for h ∈ L. By differentiating the
multiplication map from P+ ×Kc × P− onto P+KcP−, we can easily prove the
following result.

Lemma 1. [10], [13] Let X ∈ gc and g = z k y where z ∈ P+, k ∈ Kc and y ∈ P−.
We have

1. dζg
(
X+(g)

)
=
(
Ad(z) pp+(Ad(z−1)X)

)+
(z).

2. dκg
(
X+(g)

)
=
(
pkc(Ad(z−1)X)

)+
(k).
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3. dηg
(
X+(g)

)
=
(
Ad(k−1) pp−(Ad(z−1)X)

)+
(y).

For Z, W ∈ D, we set lZ(W ) := log η(expZ∗ expW ) ∈ p−.

Lemma 2. 1. For each Z, W ∈ D and V ∈ p+, we have

d

dt
eZ(W+tV )

∣∣
t=0

= −eZ(W ) (dχ◦pkc)
(

[lZ(W ), V ]+
1

2

[
lZ(W ), [lZ(W ), V ]

])
.

2. For each Z, W ∈ D and V ∈ p+, we have

d

dt
lZ(W + tV )

∣∣
t=0

= pp−
(

[lZ(W ), V ] +
1

2

[
lZ(W ), [lZ(W ), V ]

])
.

3. Let r and s be non-negative integers such that r + s ≤ q. Let Z ∈ D.
Then the function (∂rz∂

s
ueZ)(W ) is of the form eZ(W )Q(lZ(W )) where Q is

a polynomial on p− of degree ≤ 2q.

4. Let r and s be non-negative integers such that r + s ≤ q. Then Sχ(∂rz∂
s
u) is

of the form (1− uū)−2qP (z, z̄, u, ū) where P is a polynomial whose degree in
(z, z̄) is ≤ 2q.

5. For each X1, X2, . . . , Xq ∈ gc, the function Sχ(dπχ(X1X2 · · ·Xq))(Z) is of
the form (1 − uū)−2qP (z, z̄, u, ū) where P is a polynomial whose degree in
(z, z̄) is ≤ 4q.

Proof. Following the same lines as in the proof of Lemma 4.1 in [12], we use 2. of
Lemma 1. For Z, W ∈ D and V ∈ p+, we have

d

dt
eZ(W + tV )

∣∣
t=0

=
d

dt
χ−1 (κ(expZ∗ expW exp tV ))

∣∣
t=0

= dχ−1
κ(expZ∗ expW )dκexpZ∗ expW

((
Ad(expZ∗ expW )V

)+
(expZ∗ expW )

)
= −χ−1

(
κ(expZ∗ expW )

)
dχ

(
pkc
(

Ad
(
κ(expZ∗ expW )η(expZ∗ expW )

)
V
))

= −eZ(W )(dχ ◦ pkc)
(

Ad
(
η(expZ∗ expW )

)
V
)
.

But here we have [p−, [p−, [p−, p+]]] = (0). This implies that

pkc
(

Ad
(
η(expZ∗ expW )

)
V
)

= pkc
(

[lZ(W ), V ] +
1

2

[
lZ(W ), [lZ(W ), V ]

])
.

Hence Statement 1. is proved. Similarly, we prove 2. From 1. and 2., we deduce 3.
by induction on q.

Now, let Z = a(z, u) ∈ D. Then we have

lZ(Z) =
((

0,−(1− uū)−1(z̄ + ūz)
)
, 0,
( 0 0
−(1−uū)−1ū 0

))
and, by 3., Sχ(∂rz∂

s
u)(Z) = Q(lZ(Z)) is a linear combination of terms of the form(

(1− uū)−1(z̄ + ūz)
)i(

(1− uū)−1ū
)j

for i+ j ≤ 2q. This gives 4. Finally, 5. follows from 4. and Proposition 3. �
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We are now in position to extend the Berezin transform. The following propo-
sition is analogous to Proposition 6.3 of [13] (see also Proposition 4.1 of [12]).

Proposition 8. If m > 2q + 3
2 then for each X1, X2, . . . , Xq ∈ gc, the Berezin

transform of Sχ
(
dπχ(X1X2 · · ·Xq)

)
is well-defined.

Proof. First recall the equality eg·Z = χ(κ(g expZ))πχ(g)eZ for each Z ∈ D and
each g ∈ G [13]. Then, by performing the change of variables W → gZ · W in
equation (1), we obtain

(BχF )(Z) =

∫
D
F (gZ ·W )〈eW , eW 〉−1

χ dµχ(W ).

Now we take F = Sχ
(
dπχ(X1X2 · · ·Xq)

)
. Fixing Z ∈ D, we set Yk := Ad(g−1

Z )Xk

for k = 1, 2, . . . , q. Then, by using the G-invariance of Sχ, we get

F (gZ ·W ) = Sχ(dπχ(Y1Y2 · · ·Yq))(W )

for each W ∈ D. Thus, by 1. of Proposition 1 and 5. of Lemma 2, we see that the
proposition will be established if we prove that under the condition that m > 2q+ 3

2
the integral

I :=

∫
C×D

P (z, z̄, u, ū)(1− uū)−2q+m−3 exp

(
−γ

4

(
2z̄z + ūz2 + uz̄2

1− uū

))
dµL(z, u)

converges for each polynomial P (z, z̄, u, ū) whose degree in (z, z̄) is ≤ 2q.
We set z = x+ iy with x, y ∈ R and u = a+ ib with a, b ∈ R. Then we have

2zz̄ + ūz2 + uz̄2 = 2
(
(1 + a)x2 + (1− a)y2 + 2bxy

)
.

For u 6= 0, this quadratic form can be reduced by means of an orthonormal change
of variables of the form z → vz (|v| = 1). Under this change of variables, the
integral I becomes

I =

∫
C×D

P (vz, vz, u, ū)(1− uū)−2q+m−3

× exp

(
−γ

2

(
(1 + |u|)x2 + (1− |u|)y2

1− uū

))
dµL(z, u) .

Now, we make the last change of variables

x′ = (1− |u|)−1/2x, y′ = (1 + |u|)−1/2y

and we obtain

I =

∫
C×D

P (v(x′
√

1− |u|+ iy′
√

1 + |u|), v̄(x′
√

1− |u| − iy′
√

1 + |u|), u, ū)

× (1− uū)−2q+m− 5
2 e−

γ
2 |z
′|2 dµL(z′, u).

Finally we see that, under the condition that m > 2q + 3
2 , we have∫

D
(1− uū)−2q+m− 5

2 dµL(u) < +∞

hence I converges. This ends the proof. �
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6 Stratonovich-Weyl symbols of derived representation operators
In this section, we assume that m > 7

2 . Then, by Proposition 8, the Berezin
transform of Sχ(dπχ(X)) is well-defined for each X ∈ gc. As we shall see, this fact
can be used to define Wχ(dπχ(X)) for X ∈ gc. The first step is to introduce a
vector space of functions on D which is stable under Bχ and contains Sχ(dπχ(X))
for each X ∈ gc.

Note that, for eachX ∈ gc and Z ∈ D, we have Sχ(dπχ(X))(Z) = iξ(Ad(g−1
Z )X)

by Proposition 5. Then, we introduce the space S generated by the functions
Z → φ0(Ad(g−1

Z )X) where X ∈ gc and φ0 is an element of (gc)∗ which is Ad∗(K)-
invariant. The following lemma can be easily verified, see [14].

Lemma 3. Let ϕ0 denote the element of (sc)∗ defined by 〈ϕ0,
(
a b
c −a

)
〉 = a. Then

the elements of (gc)∗ which are fixed by K are the elements of the form (0, d, λϕ0)
where d, λ ∈ C.

Then we have the following result.

Proposition 9. Let φ : D × gc → C be a function such that
(i) For each Z ∈ D, the map X → φ(Z,X) is linear;
(ii) For each X ∈ gc, g ∈ G and Z ∈ D, we have φ(g · Z,X) = φ(Z,Ad(g−1)X).

Then

1. The element φ0 of (gc)∗ defined by φ0(X) := φ(0, X) is fixed by K;

2. For each X ∈ gc and Z ∈ D, we have

φ(Z,X) = φ0(Ad(g−1
Z )X) = φ0

(
Ad(ζ(expZ∗ expZ)−1 expZ∗)X

)
= (φ0 ◦ pkc)

(
Ad(ζ(expZ∗ expZ)−1 expZ∗)X

)
.

In particular, for each X ∈ gc, the function φ(·, X) is in S.

3. For each X ∈ gc, the Berezin transform of the function φ(·, X) is well-defined
and there exists a function ψ : D × gc → C satisfying (i) and (ii) such that,
for each X ∈ gc, one has ψ(·, X) = Bχ(φ(·, X)).

Proof. 1. This follows from (ii).
2. By (ii) again, we have φ(Z,X) = φ0(Ad(g−1

Z )X) for each X ∈ gc and Z ∈ D.
Now, by [14], there exists kZ ∈ K such that gZ = exp(−Z∗)ζ(expZ∗ expZ)k−1

Z .
Then we have

φ(Z,X) = φ0

(
Ad(kZζ(expZ∗ expZ)−1 expZ∗)X

)
= φ0

(
Ad(ζ(expZ∗ expZ)−1 expZ∗)X

)
and, since φ0|p± = 0 by Lemma 3, we also have

φ(Z,X) = (φ0 ◦ pkc)
(
Ad(ζ(expZ∗ expZ)−1 expZ∗)X

)
.

3. We prove the first assertion by the same method as in the proof of Proposi-
tion 8. The second assertion immediately follows from the fact that Bχ commutes
to the ρ(g), g ∈ G (see Section 4). �
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Now we aim to compute the Berezin transform of a function φ(·, X) as before.
We need the following lemma.

Lemma 4. For each u ∈ D, we have

I1(u) =

∫
C

exp
(
−γ

4

(
2z̄z + ūz2 + uz̄2

))
dµL(z) =

2π

γ
(1− uū)−1/2 ;

I2(u) =

∫
C
z2 exp

(
−γ

4

(
2z̄z + ūz2 + uz̄2

))
dµL(z) = −4π

γ2
u(1− uū)−3/2 ;

I3(u) =

∫
C
z̄2 exp

(
−γ

4

(
2z̄z + ūz2 + uz̄2

))
dµL(z) = −4π

γ2
ū(1− uū)−3/2 ;

I4(u) =

∫
C
zz̄ exp

(
−γ

4

(
2z̄z + ūz2 + uz̄2

))
dµL(z) =

4π

γ2
(1− uū)−3/2 .

Proof. The integral I1(u) has been computed in the proof of Proposition 1. By
taking the derivative of I1(u) with respect to u, we obtain the desired expression
of I2(u) and, by conjugation, the expression of I3(u). Finally, integrating by parts,
we have

I1(u) = −
∫
C
z∂z

(
exp

(
−γ

4

(
2z̄z + ūz2 + uz̄2

)))
dµL(z) =

γ

2

(
I4(u) + ūI2(u)

)
and we get the expression of I4(u). �

We introduce the following basis of gc:

X1 =
(
(1, 0), 0, 0

)
; Y1 =

(
(0, 0), 0,

(
1 0
0 0

))
; H1 =

(
(0, 0), 1, 0

)
;

X2 =
(
(0, 1), 0, 0

)
; Y2 =

(
(0, 0), 0,

(
0 0
0 1

))
; H2 =

(
(0, 0), 0,

(
1 0
0 −1

))
.

Also, we denote by φ1 and φ2 the elements of S defined by φ1
0 = (0, 1, 0) and

φ2
0 = (0, 0, ϕ0).

Proposition 10. Let µ := 1
γ i

2m−3
2m−5 and ν := 2m−1

2m−5 . Let φ ∈ S be defined by
φ0 = (0, d, λϕ0) with d, λ ∈ C. Let ψ ∈ S such that ψ(·, X) = Bχ(φ(·, X)) for each
X ∈ gc. Then we have ψ0 = (0, d, dµ+ λν).

Proof. We have just to compute the Berezin transforms ψ1(·, X) and ψ2(·, X) of
φ1(·, X) and φ2(·, X).

We can write ψ1
0 = (0, d1, λ1ϕ0) with d1, λ1 ∈ C. For each Z ∈ D, we have

Ad(g−1
Z )H1 = H1 hence φ1(Z,H1) = φ1

0(Ad(g−1
Z )H1) = 1. This implies that

ψ1
0(H1) =

∫
D
〈eZ , eZ〉−1

χ dµχ(Z) = 1 .

Consequently, we find d1 = 1. On the other hand, we can verify that, for each
Z = a(z, u) ∈ D, we have

φ1(Z,H2) = φ1
0

(
Ad(g−1

Z )H2

)
=
i

2
(1− uū)−2

(
ūz2 + (1 + uū)zz̄ + uz̄2

)
.
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Then we get

ψ1
0(H2) =

i

2
cχ

∫
C×D

(1− uū)m−5
(
ūz2 + (1 + uū)zz̄ + uz̄2

)
× exp

(
−γ

4

(
2z̄z + ūz2 + uz̄2

1− uū

))
dµL(z, u)

=
i

2
cχ

∫
C×D

(1− uū)m−3
(
ūz2 + (1 + uū)zz̄ + uz̄2

)
× exp

(
−γ

4

(
2z̄z + ūz2 + uz̄2

))
dµL(z, u)

and, using Lemma 4, we obtain

ψ1
0(H2) =

i

2
cχ

4π

γ2

∫
D

(1− uū)m−
7
2 dµL(u) =

i

2
cχ

4π2

γ2

1

m− 5
2

.

Thus, taking into account the value of cχ (see Proposition 1), we can conclude that
ψ1

0(H2) = µ hence λ1 = µ.
Similarly, we write ψ2

0 = (0, d2, λ2ϕ0) with d2, λ2 ∈ C and, since we have

φ2(Z,H1) = φ2
0(Ad(g−1

Z )H1) = 0

and
φ2(Z,H2) = φ2

0(Ad(g−1
Z )H2) = (1− uū)−1(1 + uū)

we obtain d2 = ψ2
0(H1) = 0 and λ2 = ψ2

0(H2) = ν. �

Now we show that Bχ : S → S can be diagonalized and has positive eigenvalues.

Lemma 5. The functions φ1(·, X1), φ1(·, X2), φ1(·, H1), φ1(·, Y1),φ1(·, Y2), φ1(·, H2),
φ2(·, Y1), φ2(·, Y2), φ2(·, H2) form a basis B0 of S.

Proof. Note that φ2(·, X1) = φ2(·, X2) = φ2(·, H1) = 0. Moreover, we can easily
verify that the equality φ1(·, X) = φ2(·, Y ) whereX∈ gc and Y ∈ SpanC{Y1, Y2, H2}
implies X = Y = 0. The result follows. �

Let us introduce the functions

s1 := (1− ν)φ1(·, Y1) + µφ2(·, Y1) ;

s2 := (1− ν)φ1(·, Y2) + µφ2(·, Y2) ;

s3 := (1− ν)φ1(·, H2) + µφ2(·, H2) .

By combining the previous lemma with Proposition 10 we immediately obtain
the following result.

Lemma 6. The functions φ1(·, X1), φ1(·, X2), φ1(·, H1), s1, s2, s3, φ2(·, Y1),
φ2(·, Y2), φ2(·, H2) form a basis of S consisting in eigenvectors of Bχ. With respect
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to this basis, Bχ|S has matrix Diag(1, 1, 1, 1, 1, 1, ν, ν, ν). Moreover, the matrix of
Bχ|S with respect to B0 is the 9× 9 matrixI3 O O

O I3 O
O µI3 νI3


where I3 denotes the 3× 3 identity matrix.

Recall that for each X ∈ gc, we have Sχ(dπχ(X)) ∈ S. Then we see that the

expression Wχ(dπχ(X)) = B
−1/2
χ (Sχ(dπχ(X))) is well-defined. More precisely, we

have the following result.

Proposition 11. For each X ∈ SpanC{X1, X2, H1}, we have

Wχ

(
dπχ(X)

)
= Sχ

(
dπχ(X)

)
.

For each X ∈ SpanC{Y1, Y2, H2}, we have

Wχ

(
dπχ(X)

)
= Sχ

(
dπχ(X)

)
+ (1− ν−1/2)

(
iγµ

1− ν
+m

)
φ2(·, X) .

Proof. Recall that for each X ∈ gc we have

Sχ(dπχ(X))(Z) = dχ(Ad(g−1
Z )X) = iγφ1(Z,X)−mφ2(Z,X).

From Lemma 6, we deduce that the matrix of B−1/2
χ with respect to B0 isI3 O O

O I3 O

O −µν
−1/2

1+ν1/2 I3 ν−1/2I3

 .

The result then follows. �
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