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Abstract

The paper investigates the singular initial problem

(p(t)u′(t))′ + q(t)f(u(t)) = 0, u(0) = u0, u′(0) = 0

on the half-line [0,∞). Here u0 ∈ [L0, L], where L0, 0 and L are zeros of
f , which is locally Lipschitz continuous on R. Function p is continuous
on [0,∞), has a positive continuous derivative on (0,∞) and p(0) = 0.
Function q is continuous on [0,∞) and positive on (0,∞). For specific
values u0 we prove the existence and uniqueness of damped solutions of
this problem. With additional conditions for f , p and q it is shown that
the problem has for each specified u0 a unique oscillatory solution with
decreasing amplitudes.

Key words: singular ordinary differential equation of the second
order, time singularities, unbounded domain, asymptotic properties,
damped solutions, oscillatory solutions
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1 Introduction

We investigate a singular boundary value problem motivated by some models
used in hydrodynamics. In [3] it is shown that the study of the behavior of
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non-homogeneous fluids in the Cahn–Hilliard theory can lead to the system of
PDE’s

�t + div(��v) = 0,
d�v

dt
+∇(μ(�)− γΔ�) = 0. (1)

Here � is the density and �v is the velocity of the fluid, μ(�) is its chemical
potential, γ is a constant. If we suppose that a motion of the fluid is zero, then
system (1) is reduced to the equation

γΔ� = μ(�)− μ0, (2)

where γ and μ0 are suitable constants. When we search a solution with the
spherical symmetry, then equation (2) is reduced to the ODE

γ

(
�′′ +

2

r
�′
)

= μ(�)− μ(��), r ∈ (0,∞). (3)

Equation (3) with the boundary conditions

�′(0) = 0, lim
r→∞ �(r) =: �� > 0 (4)

describe the formation of microscopic bubbles in a fluid, in particular, vapor
inside liquid. In the simplest model of non-homogeneous fluid, problem (3), (4)
is reduced to the form

(t2u′)′ = 4λ2t2(u+ 1)u(u− ξ), (5)

u′(0) = 0, u(∞) = ξ, (6)

where λ ∈ (0,∞) and ξ ∈ (0, 1) are parameters. If there exists an increasing
solution of problem (5), (6) with just one zero, many important physical proper-
ties of the bubbles depend on it. In particular, the gas density inside the bubble,
the bubble radius and the surface tension. For a numerical investigation of the
problem see [3], [6] and [9].
The equation (p(t)u′(t))′ = p(t)f(u(t)) is a generalization of equation (5) and

it has been studied in [14]–[18], where all types of its possible solutions have
been described with conditions which guarantee their existence and specify their
asymptotic behavior.
In this paper we continue the generalization and study the problem

(p(t)u′(t))′ + q(t)f(u(t)) = 0, t ∈ (0,∞), (7)

u(0) = u0, u′(0) = 0, (8)

where u0 ∈ [L0, L].
In the whole paper we will assume that f , p and q satisfy the following
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conditions.

L0 < 0 < L, f(L0) = f(0) = f(L) = 0, (9)

f ∈ Liploc(R), (10)

xf(x) > 0 for x ∈ (L0, L) \ {0}, (11)

F (L0) > F (L), where F (x) =
∫ x

0

f(z)dz, (12)

p ∈ C[0,∞) ∩ C1(0,∞), p(0) = 0, (13)

p′(t) > 0 for t ∈ (0,∞), lim
t→∞

p′(t)
p(t)

= 0, (14)

q ∈ C[0,∞), q > 0 on (0,∞). (15)

Definition 1.1 A function u ∈ C1[0,∞) ∩C2(0,∞) satisfying equation (7) on
(0,∞) and fulfilling conditions (8) is called a solution of problem (7), (8).

Definition 1.2 A solution u of problem (7), (8) is called damped, if sup{u(t) : t ∈
[0,∞)} < L, where L is of (9).

The aim of our paper is the investigation of damped solutions of problem
(7), (8). The main results are contained in Theorem 2.6, where the existence of
damped solutions is presented, and in Theorem 3.2, Theorem 4.2 and Theorem
4.6 describing asymptotic properties of damped solutions of problem (7), (8).
In particular, Theorem 3.2 is devoted to nonoscillatory solutions, while Theo-
rems 4.2 and 4.6 provide conditions which guarantee that damped solutions of
equation (7) are oscillatory.
In the literature, the permanent attention has been devoted to oscillatory so-

lutions of second order nonlinear differential equations. See e.g. the monograph
[5] containing a lot of nice results about asymptotic properties of solutions. Let
us mention also the papers [13] and [19] which investigate Emden–Fowler equa-
tions. Further extensions of these results have been reached for more general
equations, see e.g. [1], [2], [4], [7], [8], [20]. Nonlinearities in equations in the
cited papers have similar globally monotonous behavior. We want to emphasize
that, in contrast to these papers, the nonlinearity f in our equation (7) needs
not be globally monotonous. Moreover, we deal with solutions of (7) starting at
a singular point t = 0, and we provide an interval for starting values u0 giving
oscillatory solutions, see Theorem 4.2 and Theorem 4.6. Therefore theorems
from the papers cited above cannot be applied to singular problem (7), (8) sat-
isfying assumptions (9)–(15). For example, the same equation (7) is studied in
[2] but in the regular setting, that is function p in equation (7) must be strictly
positive on [0,∞). One of basic assumptions in [2] is convergence or divergence
of the integral

Ip =

∫ ∞

0

1

p(t)
dt.
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In our paper, a typical choice in equation (7) is p(t) = tα, α > 0. Then clearly
Ip = ∞ and therefore theorems in [2], which require Ip <∞, cannot be applied.
Other important assumption in [2] concerns function f in equation (7) and has
the form

lim inf
|x|→∞

|f(x)| > 0. (16)

In our paper, function f has three zeros L0 < 0 < L and an arbitrary behavior
for x < L0 and x > L. Consequently, (16) need not be fulfilled and theorems of
[2] requiring (16) cannot be applied here, as well.

2 Existence of damped solutions

In order to prove our first existence result we provide some lemmas.

Lemma 2.1 Let u be a solution of equation (7).
a) Assume that there exists t1 ≥ 0 such that u(t1) ∈ (0, L) and u′(t1) = 0.
Then

u(t) ≥ 0 ⇒ u′(t) < 0 for t ∈ (t1, θ1], (17)

where θ1 is the first zero of u on (t1,∞). If such θ1 does not exist, then (17) is
valid for t ∈ (t1,∞).
b) Assume that there exists t2 ≥ 0 such that u(t2) ∈ (L0, 0) and u′(t2) = 0.
Then

u(t) ≤ 0 ⇒ u′(t) > 0 for t ∈ (t2, θ2], (18)

where θ2 is the first zero of u on (t2,∞). If such θ2 does not exist, then (18) is
valid for t ∈ (t2,∞).

Proof a) First, let us show that u(t) < L on [t1,∞). Assume on the contrary
that there exists t2 > t1 such that

u(t) ∈ (0, L) for t ∈ (t1, t2) and u(t2) = L. (19)

Then, by (7), (11) and (15), (pu′)′(t) < 0 for t ∈ (t1, t2) and pu′ is decreasing on
(t1, t2). Since (pu′)(t1) = 0, we get (pu′)(t) < 0 for t ∈ (t1, t2), and, due to (13)
and (14), we have u′(t) < 0 for t ∈ (t1, t2), that is u is decreasing on (t1, t2),
contrary to (19). We have proved that u(t) < L on [t1,∞).
Let u(t) > 0 on [t1,∞). Working on (t1,∞) instead of (t1, t2), we get as

before that u′(t) < 0 for t ∈ (t1,∞).
Finally, assume that there exists θ1 > t1 such that u(t) > 0 on [t1, θ1) and

u(θ1) = 0. Then we obtain as before that u′(t) < 0 on (t1, θ1). Further, since
pu′ is negative and decreasing on (t1, θ1), we obtain

(pu′)(s) < (pu′)(t) < 0 for t1 < t < s < θ1.

Letting s→ θ1, we get (pu′)(θ1) < 0 and hence (17) is valid.

b) We argue similarly as in a). �
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Since F (0) = 0, F (L0) > F (L) > 0 and F is continuous on R, we obtain, by
(12),

∃ B̄ ∈ (L0, 0) : F (B̄) = F (L). (20)

Define auxiliary functions

f̃(x) =

{
f(x) for x ≥ L0,

0 for x < L0,
F̃ (x) =

∫ x

0

f̃(z) dz, x ∈ R

and consider the equation

(p(t)u′(t))′ + q(t)f̃(u(t)) = 0. (21)

We see that f̃ satisfies conditions (9)–(12) and so Lemma 2.1 is valid for equation
(21), as well.

Lemma 2.2 Assume that

pq is nondecreasing on [0,∞). (22)

Let u be a solution of problem (21), (8) for u0 ∈ (L0, L). Assume that there
exist a ≥ 0, θ > a such that

u(a) ∈ (0, L), u′(a) = 0, (23)

u(θ) = 0, u(t) > 0 for t ∈ [a, θ). (24)

Then u has one of the following properties:

u′(t) < 0 for t ∈ (a,∞), lim
t→∞u(t) ∈ (B̄, 0), (25)

∃b ∈ (θ,∞) : u(b) ∈ (B̄, 0), u′(b) = 0, u′(t) < 0 for t ∈ (a, b). (26)

Proof By (17), u′(t) < 0 holds for t ∈ (a, θ]. Let us suppose that neither (25)
nor (26) occur. Assume that there exists b1 > θ satisfying u(b1) = B̄, u′ < 0 on
(a, b1). Multiplying equation (21) by pu′, integrating this over (a, b1) and using
the Mean value theorem, we get ξ1 ∈ [a, θ], ξ2 ∈ [θ, b1] such that∫ b1

a

(p(t)u′(t))′p(t)u′(t) dt =

= −
∫ θ

a

p(t)q(t)f̃(u(t))u′(t) dt−
∫ b1

θ

p(t)q(t)f̃(u(t))u′(t) dt

= −(pq)(ξ1)

∫ θ

a

f̃(u(t))u′(t) dt− (pq)(ξ2)

∫ b1

θ

f̃(u(t))u′(t) dt.

Hence, by (22),

0 ≤ (p(b1)u
′(b1))2

2

= (pq)(ξ1)
(
F̃ (u(a))− F̃ (u(θ))

)
+ (pq)(ξ2)

(
F̃ (u(θ))− F̃ (u(b1))

)
≤ (pq)(ξ2)

(
F̃ (u(a))− F̃ (B̄)

)
.
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Therefore F̃ (u(a)) ≥ F̃ (B̄). By virtue of (12) we get

F (B̄) = F̃ (B̄) ≤ F̃ (u(a)) = F (u(a)) < F (L)

which contradicts (20). Therefore, if there exists b > θ such that u′(b) = 0 and
u′(t) < 0 for t ∈ (a, b), then u(b) ∈ (B̄, 0) and (26) holds.
Let u′(t) < 0 for t ∈ (a,∞). Due to above arguments, limt→∞ u(t) ≥ B̄.

Assume that limt→∞ u(t) = B̄. Then, by 0 < u(a) < L, we obtain

F̃ (u(a)) < F̃ (L) = F̃ (B̄) = lim
t→∞ F̃ (u(t)).

Thus there exists s∗ > a such that F̃ (u(a)) < F̃ (u(s∗)), u(s∗) < 0. From the
Mean value theorem we have ξ1 ∈ [a, θ], ξ2 ∈ [θ, s∗] such that

0 <
(p(s∗)u′(s∗))2

2
=

= (pq)(ξ1)
(
F̃ (u(a))− F̃ (u(θ))

)
+ (pq)(ξ2)

(
F̃ (u(θ))− F̃ (u(s∗))

)
≤ (pq)(ξ2)

(
F̃ (u(a))− F̃ (u(s∗))

)
< 0,

a contradiction. Hence limt→∞ u(t) ∈ (B̄, 0) and (25) holds. �

We can prove the following lemma analogously.

Lemma 2.3 Let (22) be satisfied and let u be a solution of problem (21), (8)
for u0 ∈ (L0, L). Assume that there exist b ≥ 0, ξ > b such that

u(b) ∈ (B̄, 0), u′(b) = 0, (27)

u(ξ) = 0, u(t) < 0 for t ∈ [b, ξ). (28)

Then u has one of the following properties:

u′(t) > 0 for t ∈ (b,∞), lim
t→∞ u(t) ∈ (0, L), (29)

∃c ∈ (ξ,∞) : u(c) ∈ (0, L), u′(c) = 0, u′(t) > 0 for t ∈ (b, c). (30)

Lemma 2.4 Assume that

∃CL ∈ (0,∞) : − CL ≤ f(x) ≤ 0 for x ≥ L. (31)

Let u be a solution of problem (21), (8) for u0 ∈ (L0, B̄]. Assume that there
exist θ > 0, a > θ such that

u(θ) = 0, u(t) < 0 for t ∈ [0, θ), (32)

u′(a) = 0, u′(t) > 0 for t ∈ (θ, a). (33)

Then
u(a) ∈ (0, L), u′(t) > 0 for t ∈ (0, a). (34)
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Proof By (18) and (33) we have u′(t) > 0 on (0, a) and hence

(pu′)(t) > 0 for t ∈ (0, a). (35)

Let us assume that u(a) ≥ L. We derive a contradiction. By (10), the final
value problem (21), u(a) = L, u′(a) = 0 has the unique solution uL ≡ L on
[0, a]. Since our solution u is not constant on [0, a], we have u(a) > L. Therefore
there is a0 ∈ (θ, a) such that u(t) > L for t ∈ (a0, a] and, by (31), f̃(u(t)) ≤ 0
for t ∈ (a0, a]. Integrating equation (21) on [a0, a], we get

(pu′)(a)− (pu′)(a0) = −
∫ a

a0

q(s)f̃(u(s)) ds ≥ 0.

Consequently (pu′)(a0) ≤ 0, contrary to (35). �

Theorem 2.5 (Existence and uniqueness) Assume (22), (31) and

lim
t→0+

1

p(t)

∫ t

0

q(s) ds = 0. (36)

Then, for each u0 ∈ [L0, L], problem (7), (8) has a unique solution u. This
solution u satisfies

u(t) > B̄ for u0 ∈ (B̄, L], t ∈ [0,∞), (37)

u(t) ≥ u0 for u0 ∈ [L0, B̄], t ∈ [0,∞). (38)

Proof Let u0 ∈ [L0, L].
Step 1 (Existence and uniqueness of a solution of problem (21), (8))

Equation (21) has an equivalent form

u(t) = u0 −
∫ t

0

1

p(s)

∫ s

0

q(τ )f̃(u(τ ))dτ ds, t ∈ [0,∞).

By (10) and (31)

∃M > 0:
∣∣∣f̃(x)∣∣∣ ≤M, x ∈ R. (39)

Put Λ := max{|L0|, L}. By (10) there exists K > 0 such that

|f(x)− f(y)| ≤ K|x− y|, ∀x, y ∈ [−Λ− 1,Λ + 1]. (40)

Put ϕ(t) = 1
p(t)

∫ t

0
q(s)ds for t > 0. Then conditions (15) and (36) give

0 < ϕ(t) <∞ for t ∈ (0,∞), lim
t→0+

ϕ(t) = 0. (41)

Therefore we can find η ∈ (0,∞) such that∫ η

0

ϕ(t)dt ≤ min

{
1

2K
,
1

M

}
. (42)
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Consider the Banach space C[0, η] with the maximum norm and define an op-
erator F : C[0, η] → C[0, η] by

(Fu)(t) = u0 −
∫ t

0

1

p(s)

∫ s

0

q(τ )f̃(u(τ )) dτds.

From (39) and (42) it follows that

‖Fu‖C[0,η] ≤ Λ +M

∫ η

0

ϕ(s) ds ≤ Λ + 1, ∀u ∈ C[0, η],

hence F maps the ball B(0,Λ + 1) =
{
u ∈ C[0, η] : ‖u‖C[0,η] ≤ Λ + 1

}
on itself.

Choose arbitrary u1, u2 ∈ B(0,Λ+ 1). Then, by (40) and (42), we obtain

‖Fu1 −Fu2‖C[0,η] ≤
∫ η

0

1

p(s)

∫ s

0

q(τ )
∣∣∣f̃(u1(τ ))− f̃(u2(τ ))

∣∣∣dτds
≤ K‖u1 − u2‖C[0,η]

∫ η

0

ϕ(s) ds ≤ 1

2
‖u1 − u2‖C[0,η],

thus F is a contraction on B(0,Λ + 1). The Banach fixed point theorem yields
a unique fixed point u of F in B(0,Λ+ 1). Therefore

u(0) = u0, u′(t) = − 1

p(t)

∫ t

0

q(τ )f̃(u(τ )) dτ, t ∈ (0, η]. (43)

Since |u′(t)| ≤Mϕ(t), it holds limt→0+ u
′(t) = 0. From (43) it follows

(p(t)u′(t))′ = −q(t)f̃(u(t)), t ∈ (0, η],

thus the fixed point u is a solution of problem (21), (8) on [0, η]. According to
(39), f̃(u(t)) is bounded on [0,∞) and hence, by [5], Theorem 11.5, u can be
extended to [0,∞). Since f̃ ∈ Liploc(R), this extension is unique.

Step 2 (Estimates of solutions of problem (21), (8))
Let u0 ∈ (0, L). If u > 0 on (0,∞), then (37) holds. Assume that there exists
θ1 > 0 such that u(θ1) = 0, u(t) > 0 for t ∈ [0, θ1). Using Lemma 2.2, where
a = 0 and θ = θ1, we obtain that u satisfies either (25) or (26). Condition (25)
gives (37). Let condition (26) be valid, that is

∃b ∈ (θ1,∞) : u(b) ∈ (B̄, 0), u′(b) = 0, u′(t) < 0 on (0, b).

If u < 0 on (b,∞), then, by (18), u is increasing on (b,∞) and (37) is valid.
Assume that there exists θ2 > b such that u(θ2) = 0, u(t) < 0 for t ∈ [b, θ2).
Using Lemma 2.3, where ξ = θ2, we get that u satisfies either (29) or (30).
Condition (29) gives (37). Let condition (30) be valid. Then we use previous
arguments.
Let u0 ∈ (B̄, 0). If u < 0 on (0,∞), then, by (18), u is increasing on (0,∞)

and (37) is valid. Assume that there exists θ3 > 0 such that u(θ3) = 0, u(t) < 0
for t ∈ [0, θ3). Using Lemma 2.3, where b = 0 and ξ = θ3, we obtain that u
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satisfies either (29) or (30). Condition (29) gives (37). Let condition (30) be
valid, that is

∃c ∈ (θ3,∞) : u(c) ∈ (0, L), u′(c) = 0, u′(t) > 0 on (0, c).

If u > 0 on (c,∞), then (37) holds. Assume that there exists θ4 > c such that
u(θ4) = 0, u(t) > 0 for t ∈ [c, θ4). Using Lemma 2.2, where a = c and θ = θ4, we
get that u satisfies either (25) or (26). Condition (25) gives (37). Let condition
(26) be valid. Then we use previous arguments.
Let u0 ∈ (L0, B̄]. If u < 0 on (0,∞), then u is increasing on (0,∞) and

(38) is valid. Assume that there exists θ5 > 0 such that u(θ5) = 0, u(t) < 0
for t ∈ [0, θ5). If u > 0 on (θ5,∞), then (38) holds. Assume that there exists
d > θ5 such that u′(d) = 0, u′(t) > 0 for t ∈ (θ5, d). Using Lemma 2.4, where
θ = θ5 and a = d, we have that (34) is valid. Now we have analogous situation
as in case u0 ∈ (0, L), so we argue similarly.

Step 3 (Existence and uniqueness of a solution of problem (7), (8))
We have proved that estimates (37) and (38) are valid. By virtue of definition
of f̃ , the solution u of problem (21), (8) satisfies equation (7) on (0,∞).
Suppose that there exists another solution ũ of problem (7), (8). We can

prove as in Step 2 that ũ fulfils (37) and (38). It means that ũ satisfies equation
(21) on (0,∞), too. Therefore, by Step 1, u ≡ ũ. �

For close existence results, see also Chapters 13 and 14 in [11] or Chapter 8
in [12].
Now we can prove the main result of this section.

Theorem 2.6 (Existence of damped solutions) Let (22) and (36) be sat-
isfied. Then, for each u0 ∈ (B̄, L), problem (7), (8) has a unique solution. This
solution is damped and fulfils (37).

Proof Define a function

f∗(x) =

{
f(x) for x ≤ L,

0 for x > L,

and consider the equation

(p(t)u′(t))′ + q(t)f∗(u(t)) = 0. (44)

Then f∗ satisfies condition (31) with f = f∗. Due to Theorem 2.5 there exists a
unique solution u of problem (44), (8), where u0 ∈ (B̄, L). In addition u fulfils
(37).
(i) If u0 = 0, then u ≡ 0. It is clear that u is damped.
(ii) Let u0 ∈ (0, L). If u > 0 on (0,∞), then Lemma 2.1 yields u′ < 0

on (0,∞) and hence u is damped. Let θ > 0 be the first zero of u. By (17),
u′ < 0 on (0, θ]. If u < 0 on (θ,∞), then u is damped. Let ξ > θ be the
second zero of u. Then there is b ∈ (θ, ξ) such that u′(b) = 0. Due to (37),
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u(b) ∈ (B̄, 0). By (18), u′ > 0 on (b, ξ]. If u′ > 0 on (b,∞), then, by Lemma
2.3, limt→∞ u(t) ∈ (0, L) and so u is damped. Let there exist c > ξ such that
u′(c) = 0. Then Lemma 2.3 gives u(c) ∈ (0, L) and we can continue as before
working with u(c) instead of u0.
(iii) Let u0 ∈ (B̄, 0). Working with u0 in place of u(b), we can use the

arguments of part (ii). �

3 Properties of damped solutions

Since we will work with damped solutions of problem (7), (8), we will assume
that all assumptions of Theorem 2.6 are fulfilled. To sum it up we will assume
in the whole section that conditions (9)–(15), (22) and (36) hold.

Definition 3.1 Let u be a solution of problem (7), (8). Then u is called os-
cillatory, if the set of isolated zeros of u is unbounded. Otherwise, u is called
nonoscillatory. Further, u is called eventually positive (eventually negative), if
there exists t0 > 0 such that u(t) > 0 (u(t) < 0) for t ∈ (t0,∞).

Clearly (cf. (10)), each nonoscillatory solution of (7), (8) is either eventu-
ally positive or eventually negative. Papers [14]–[18] provide examples which
demonstrate that equation (7) can have both oscillatory damped solutions and
nonoscillatory ones.
In our study of damped solutions we will distinguish two cases according to

the convergence or divergence of the integral
∫∞
1

1
p(s)ds.

CASE I Let us assume that the function p in equation (7) fulfils∫ ∞

1

1

p(s)
ds <∞. (45)

A simple example of such function is p(t) = tα, α > 1. Condition (45) with
p′ > 0 (cf. (14)) give

lim
t→∞

1

p(t)
= 0. (46)

In order to prove the existence of oscillatory solutions in this case we will need
the following theorem about asymptotic behavior of nonoscillatory solutions.

Theorem 3.2 Assume (45) and

lim inf
t→∞

1

p(t)

∫ t

1

q(s) ds > 0. (47)

Let u be a damped solution of problem (7), (8) with u0 ∈ (L0, 0) ∪ (0, L) which
is nonoscillatory. Then

lim
t→∞ u(t) = 0, lim

t→∞ u′(t) = 0. (48)
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Proof Assume that u is nonoscillatory damped solution of problem (7), (8)
with u0 ∈ (L0, 0) ∪ (0, L). Then u is either eventually positive or eventually
negative.
Step 1 Let u be eventually positive, i.e. there exists t0 ≥ 1 such that

u(t) > 0 for t ∈ [t0,∞).
Assume that u′ > 0 on [t0,∞). Then u is increasing on (t0,∞), u(t0) > 0 and

limt→∞ u(t) =: �0 ∈ (u(t0), L). Denote m0 = min{f(x) : x ∈ [u(t0), �0]} > 0.
By virtue of (7) we get

(p(t)u′(t))′ = −q(t)f(u(t)) ≤ −q(t)m0, t ∈ [t0,∞).

Integrating it over (t0, t), we obtain

p(t)u′(t)− p(t0)u
′(t0) ≤ −m0

(∫ t

1

q(s) ds−
∫ t0

1

q(s) ds

)
, t ∈ [t0,∞).

This together with (46) and (47) yield

0 < u′(t) ≤ 1

p(t)

(
p(t0)u

′(t0) +m0

∫ t0

1

q(s) ds

)
−m0

1

p(t)

∫ t

1

q(s) ds, t ∈ [t0,∞),

0 ≤ lim inf
t→∞ u′(t) ≤ −m0 lim inf

t→∞
1

p(t)

∫ t

1

q(s) ds < 0,

which is a contradiction. Thus there exists t1 ≥ t0 such that

u′(t1) ≤ 0. (49)

From (7), (11) and (15) it follows

(pu′)′ < 0 on [t1,∞). (50)

Therefore pu′ < 0 on (t1,∞) and

u′(t) < 0, t ∈ (t1,∞). (51)

Consequently u is decreasing on (t1,∞) and there exists

lim
t→∞ u(t) =: �1 ∈ [0, u(t1)).

Assume that �1 ∈ (0, u(t1)). Denote m1 = min{f(x) : x ∈ [�1, u(t1)]} > 0. By
virtue of (7) we get

(p(t)u′(t))′ = −q(t)f(u(t)) ≤ −q(t)m1, t ∈ [t1,∞).

Integrating it over (t1, t), we obtain

p(t)u′(t)− p(t1)u
′(t1) ≤ −m1

(∫ t

1

q(s) ds−
∫ t1

1

q(s) ds

)
, t ∈ [t1,∞).
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This together with (49) yield

−u′(t) ≥ −m1
1

p(t)

∫ t1

1

q(s) ds+m1
1

p(t)

∫ t

1

q(s) ds, t ∈ [t1,∞).

Letting t→ ∞ and using (46) and (47), we get

lim inf
t→∞ (−u′(t)) ≥ m1 lim inf

t→∞
1

p(t)

∫ t

1

q(s) ds > 0.

Therefore there exist t2 > t1 and c > 0 such that

−u′(t) ≥ m1c > 0 for t ≥ t2.

Integrating it over (t2, t), we obtain

u(t) ≤ u(t2)−m1c(t− t2) for t ≥ t2.

Letting t → ∞, we have limt→∞ u(t) = −∞ which contradicts �1 ∈ (0, u(t1)).
Therefore �1 = 0. We have proved

lim
t→∞ u(t) = 0. (52)

Now, we will prove that limt→∞ u′(t) = 0. Assume that lim inft→∞ u′(t) < 0.
Then there exist a sequence {tn} and ε > 0 such that

lim
n→∞ tn = ∞, lim

n→∞u′(tn) = −ε.

Having in mind (cf. (50)) that pu′ is decreasing on [t1,∞), we can find n0 ∈ N

such that

u′(tn) ≤ −ε
2
, p(t)u′(t) < p(tn)u

′(tn), t > tn, n ≥ n0,

and hence

u′(t) < −ε
2
p(tn)

1

p(t)
, t > tn, n ≥ n0.

Integrating it over (tn, t), we get

u(t)− u(tn) < −ε
2
p(tn)

∫ t

tn

1

p(s)
ds, t > tn, n ≥ n0.

Then, by (52) and (45), we obtain for t→ ∞

−u(tn) ≤ −ε
2
p(tn)

∫ ∞

tn

1

p(s)
ds, n ≥ n0.

Using l’Hospital’s rule, (52), (45) and (14), we get

0 = − lim
n→∞u(tn) ≤ −ε

2
lim
n→∞ p(tn)

∫ ∞

tn

1

p(s)
ds = −ε

2
lim
t→∞ p(t)

∫ ∞

t

1

p(s)
ds

= −ε
2

lim
t→∞

p(t)

p′(t)
= −∞,
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a contradiction. Therefore lim inft→∞ u′(t) = 0 which together with (51) yield
limt→∞ u′(t) = 0.
Step 2 Let u be eventually negative, i.e. there exists t0 ≥ 1 such that

u(t) < 0 for t ∈ [t0,∞). Assume that u′ < 0 on [t0,∞). Then u is decreasing
on (t0,∞), u(t0) < 0 and limt→∞ u(t) =: �2 ≥ min{B̄, u0}, by Theorem 2.5.
Hence �2 ∈ (L0, u(t0)) and if we denote m2 = min{|f(x)| : x ∈ [�2, u(t0)]}, we
get m2 > 0. Therefore, analogously as in Step 1, we can derive that �2 = 0 and
limt→∞ u′(t) = 0, as well. �

The next lemmas discuss conditions leading to oscillatory solutions.

Lemma 3.3 Assume (45),

lim inf
t→∞

q(t)

p(t)
> 0, (53)

lim
x→0+

f(x)

x
> 0, (54)

p ∈ C2(0,∞), lim sup
t→∞

∣∣∣∣p′′(t)p′(t)

∣∣∣∣ <∞. (55)

Let u be a solution of problem (7), (8) with u0 ∈ (0, L). Then there exists δ1 > 0
such that

u(δ1) = 0, u′(t) < 0 for t ∈ (0, δ1]. (56)

Proof Let us show that condition (53) implies that (47) holds. According to
(53) there exist c > 0 and t1 > 0 such that q(t) > cp(t) for t > t1. Consequently,
by (14), (46) and l’Hospital’s rule,

lim
t→∞

1

p(t)

∫ t

1

q(s) ds ≥ c lim
t→∞

1

p(t)

∫ t

1

p(s) ds = c lim
t→∞

p(t)

p′(t)
= ∞

which yields (47).
Now, suppose that such δ1 satisfying (56) does not exist. Then u is positive

on [0,∞). In addition, u is damped due to Theorem 2.6. Therefore, by Theorem
3.2, u satisfies (48).
We define a function v(t) =

√
p(t)u(t), t ∈ [0,∞) and use the arguments of

the proof of Lemma 2.7 in [14]. �

For negative starting values u0 we can prove a dual lemma by similar argu-
ments.

Lemma 3.4 Assume (45), (53), (55) and

lim
x→0−

f(x)

x
> 0. (57)

Let u be a solution of problem (7), (8) with u0 ∈ (L0, 0). Then there exists
θ1 > 0 such that

u(θ1) = 0, u′(t) > 0 for t ∈ (0, θ1]. (58)
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If we argue as in the proofs of Lemma 3.3 and Lemma 3.4 working with a1,
A1 and b1, B1 in place of 0, u0, we get the next lemma.

Lemma 3.5 Let (45), (53)–(55), (57) be satisfied and let u be a solution of
problem (7), (8) with u0 ∈ (L0, 0) ∪ (0, L).
I. Assume that there exist b1 > 0 and B1 ∈ (L0, 0) such that

u(b1) = B1, u′(b1) = 0. (59)

Then there exists θ > b1 such that

u(θ) = 0, u′(t) > 0 for t ∈ (b1, θ]. (60)

II. Assume that there exist a1 > 0 and A1 ∈ (0, L) such that

u(a1) = A1, u′(a1) = 0. (61)

Then there exists δ > a1 such that

u(δ) = 0, u′(t) < 0 for t ∈ (a1, δ]. (62)

4 Main results

The goal of this section is to give sufficient conditions for the existence of oscil-
latory solutions of problem (7), (8).

Definition 4.1 Let u be an oscillatory solution of problem (7), (8). Denote
{an} ({bn}) sequences of local maxima (minima) of u. Assume that either
an < bn < an+1 < bn+1, n ∈ N, or bn < an < bn+1 < an+1, n ∈ N. Then the
numbers u(an)− u(bn), n ∈ N, will be called amplitudes of u.

Theorem 4.2 (Existence of oscillatory solutions I) Assume (9)–(15),
(22), (36), (45), (53)–(55) and (57). Then, for each u0 ∈ (B̄, 0)∪(0, L), problem
(7), (8) has a unique solution u. The solution u is oscillatory. If moreover q
fulfils

q ∈ C1(0,∞), (pq)′ > 0 on (0,∞), (63)

then u has decreasing amplitudes.

Proof Let u0 ∈ (0, L). By Theorem 2.6 there exists a unique damped solution
u of problem (7), (8). By (37) we can find L1 ∈ (0, L) such that B̄ < u(t) ≤ L1

for t ∈ [0,∞). The following part of the proof (Step 1 and Step 2) has the same
ideas as the proof of Theorem 2.10 in [14]. We write it here for the completeness.
Step 1 Lemma 3.3 yields δ1 > 0 satisfying (56). Therefore there exists a

maximal interval (δ1, b1) such that u′ < 0. If b1 = ∞, then u is eventually
negative and decreasing. On the other hand, by Theorem 3.2, u satisfies (48).
But this is not possible. Hence b1 < ∞ and there exists B1 ∈ (B̄, 0) such that
(59) holds. Lemma 3.5 yields θ1 > b1 satisfying (60) with θ = θ1. Thus u has
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just one negative local minimum B1 = u(b1) between its first zero δ1 and second
zero θ1.
Step 2 Due to (60) there exists a maximal interval (θ1, a1), where u′ > 0.

If a1 = ∞, then u is eventually positive and increasing. On the other hand,
by Theorem 3.2, u satisfies (48). We get a contradiction. Therefore a1 < ∞
and there exists A1 ∈ (0, L) such that (61) holds. Lemma 3.5 yields δ2 > a1
satisfying (62) with δ = δ2. Hence u has just one positive local maximum
A1 = u(a1) between its second zero θ1 and third zero δ2.
Step 3 We can continue as in Step 1 and Step 2 and get the sequence

0 < δ1 < b1 < θ1 < a1 < . . . < δn < bn < θn < an < . . . ,

where Bn = u(bn) is a strict unique negative local minimum of u in (δn, θn) and
An = u(an) is a strict unique positive local maximum of u in (θn, δn+1), n ∈ N.
{δn}∞n=1 and {θn}∞n=1 are unbounded sequences of zeros of u. Therefore u is
oscillatory.
Step 4 We will discuss the sequence {An − Bn}∞n=1. Equation (7) has an

equivalent form

u′′(t) +
p′(t)
p(t)

u′(t) = −q(t)
p(t)

f(u(t)), t ∈ (0,∞). (64)

Multiplying equation (64) by u′p
q , we obtain

p(t)

q(t)
u′′(t)u′(t) + f(u(t))u′(t) = −p

′(t)
q(t)

u′
2

(t), t ∈ (0,∞). (65)

We define a Lyapunov function Vu by

Vu(t) =
p(t)

q(t)

u′
2

(t)

2
+ F (u(t)), t ∈ [0,∞).

Then F (u(t)) > 0 for t ∈ (0,∞), t �= δn, θn, n ∈ N. Since u′(δn) �= 0, u′(θn) �= 0,
n ∈ N, we get, due to (13)–(15), that Vu(t) > 0 for t ∈ (0,∞). Further, by (65),

dVu(t)

dt
=

(
p(t)

q(t)

)′
u′

2

(t)

2
+
p(t)

q(t)
u′(t)u′′(t) + f(u(t))u′(t)

=

(
p(t)

q(t)

)′
u′

2

(t)

2
− p′(t)
q(t)

u′
2

(t) = −u
′2(t)
2

(p(t)q(t))′

q2(t)
for t ∈ (0,∞).

Due to Step 3, we have u′
2

(t) > 0 for t ∈ (0,∞), t �= an, bn, n ∈ N. Conse-
quently, by (63),

dVu(t)

dt
< 0 for t ∈ (0,∞), t �= an, bn, n ∈ N.

Hence Vu is decreasing on (0,∞) and there exists

cu := lim
t→∞Vu(t) ≥ 0.
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So sequences {Vu(an)}∞n=1 = {F (An)}∞n=1 and {Vu(bn)}∞n=1 = {F (Bn)}∞n=1 are
also decreasing and

lim
n→∞F (An) = lim

n→∞F (Bn) = cu.

According to (12), F is increasing on (0, L) and decreasing on (L0, 0). Therefore
the sequence {An} is decreasing and the sequence {Bn} is increasing. Conse-
quently the sequence of amplitudes {An −Bn}∞n=1 is decreasing.
For u0 ∈ (B̄, 0) we proceed analogously. �

Remark 4.3 1) Let us choose u0 ∈ (L0, B̄] and consider the corresponding
solution u of problem (7), (8). Note that u need not be damped in this case.
But if u is damped, then u is oscillatory and its amplitudes are decreasing. This
can be proved similarly as Theorem 4.2.
2) If we replace assumption (pq)′ > 0 on (0,∞) by (pq)′ ≥ 0 on (0,∞)

in Theorem 4.2, then, for u0 ∈ (B̄, 0) ∪ (0, L), problem (7), (8) has a unique
solution. This solution is oscillatory and its amplitudes are nonincreasing.

Example 4.4 Consider the equation

u′′ +
2

t
u′ + tu(1− u)(u+ 2) = 0. (66)

By virtue of (64) we see that (66) is equation (7) with

f(x) = x(1− x)(x+ 2), p(t) = t2, q(t) = t3.

Here

L0 = −2, L = 1, F (x) = −x
4

4
− x3

3
+ x2, F (−2) =

8

3
, F (1) =

5

12
,

lim
x→0

f(x)

x
= lim

x→0
(1− x)(x+ 2) = 2.

We see that f satisfies conditions (9)–(12), (54), (57). We can easily check that
p and q satisfy (13)–(15), (36), (45), (53), (55) and (63). Note that (63) implies
(22).
Let us find B̄ satisfying (20). Compute

F (x)− F (B̄)

(x− 1)2
=

−x4

4 − x3

3 + x2 − 5
12

(x− 1)2
= −1

4
x2 − 5

6
x− 5

12

= −1

4

(
x+

√
10 + 5

3

)(
x−

√
10− 5

3

)
.

So polynomial F (x)− F (B̄) has roots

x1 = 1, x2 = −
√
10 + 5

3
≈ −2.72, x3 =

√
10− 5

3
≈ −0.61 ∈ (−2, 0).
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Therefore B̄ =
√
10−5
3 . We have satisfied all assumptions of Theorem 4.2, thus,

for each u0 ∈
(√

10−5
3 , 0

)
∪ (0, 1), problem (66), (8) has a unique solution and

this solution is oscillatory with decreasing amplitudes.

Example 4.5 Let us consider problem (7), (8), where

f(x) =

{
x(1− x)(x+ 2) for x ≤ 0,
5
7x(1− x)(x+ 3) for x > 0,

p(t) = tα, q(t) = tβ , α > 1, β ≥ α.

Here

L0 = −2, L = 1, F (−2) =
8

3
, F (1) =

5

12
, B̄ =

√
10− 5

3
,

lim
x→0−

f(x)

x
= 2, lim

x→0+

f(x)

x
=

15

7
.

We can check that, just as in the previous example, all assumptions of Theorem
4.2 are satisfied.

CASE II Let us assume that the function p in equation (7) fulfils∫ ∞

1

1

p(s)
ds = ∞. (67)

Simple examples of functions p satisfying (67) are p(t) = tα, α ∈ (0, 1], p(t) =
arctan t.
Let us put

ψ(t) =

∫ t

1

1

p(s)
ds, t ∈ [1,∞). (68)

Since p > 0 on (0,∞) (cf. (13), (14)), ψ is increasing on (1,∞). By (67), we get

lim
t→∞ψ(t) = ∞. (69)

Consequently there exists ψ−1 : [0,∞) → [1,∞). Since p′ > 0 on (0,∞) (cf.
(14)), there exists

lim
t→∞

1

p(t)
∈ [0,∞). (70)

By the substitution

x = ψ(t), v(x) = v(ψ(t)) = u(t), t ∈ [1,∞), (71)

equation (7) overcomes to the equation

d2v(x)

dx2
+ p(ψ−1(x))q(ψ−1(x))f(v(x)) = 0. (72)

Using (67)–(72), we will prove the next theorem.
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Theorem 4.6 (Existence of oscillatory solutions II) Assume (9)–(15),
(22), (36), (67) and

lim
t→∞

1

p(t)

∫ t

1

q(s)ds = ∞. (73)

Then, for each u0 ∈ (B̄, 0) ∪ (0, L), problem (7), (8) has a unique solution u.
The solution u is oscillatory. If moreover q satisfies (63), then u has decreasing
amplitudes.

Note that Remark 4.3 holds for Theorem 4.6 too.

Proof Let us choose u0 ∈ (B̄, 0)∪(0, L). By Theorem 2.6 there exists a unique
solution u of problem (7), (8) which fulfils

B̄ < u(t) for t ∈ [0,∞), sup{u(t) : t ∈ [0,∞)} < L. (74)

Assume that u is not oscillatory. Then u is either eventually positive or even-
tually negative.
Step 1 Let u be eventually positive, i.e. there exists t0 ≥ 1 such that

u(t) > 0 for t ∈ [t0,∞).
Assume that u′ > 0 on (t0,∞). Then u is increasing on (t0,∞) and, by (74),

we have u(t0) > 0, limt→∞ u(t) =: �0 ∈ (u(t0), L). Denote m0 = min{f(x) : x ∈
[u(t0), �0]} > 0. By virtue of (7) we get

(p(t)u′(t))′ = −q(t)f(u(t)) ≤ −q(t)m0, t ∈ [t0,∞).

Integrating it over (t0, t), we obtain

p(t)u′(t)− p(t0)u
′(t0) ≤ −m0

(∫ t

1

q(s)ds−
∫ t0

1

q(s)ds

)
, t ∈ [t0,∞).

Therefore

0 < u′(t) ≤ 1

p(t)

(
p(t0)u

′(t0) +m0

∫ t0

1

q(s) ds

)
− m0

p(t)

∫ t

1

q(s) ds, t ∈ [t0,∞).

Put K = p(t0)u
′(t0) +m0

∫ t0
1
q(s)ds. Then K ∈ (0,∞) and, by (70), we have

limt→∞ K
p(t) ∈ [0,∞). Hence, letting t→ ∞ in the inequality

0 < u′(t) ≤ K

p(t)
− m0

p(t)

∫ t

1

q(s) ds,

we obtain, by (73),

0 ≤ lim
t→∞

K

p(t)
−m0 lim

t→∞
1

p(t)

∫ t

1

q(s) ds = −∞,

a contradiction. Thus there exists t1 ≥ t0 such that

u′(t1) ≤ 0. (75)
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From (7), (11) and (15) it follows (pu′)′ < 0 on [t1,∞). Therefore pu′ < 0 and
u′ < 0 on (t1,∞). Consequently u is decreasing on (t1,∞) and there exists
limt→∞ u(t) =: �1 ∈ [0, u(t1)).
Assume that �1 ∈ (0, u(t1)). Denote m1 = min{f(x) : x ∈ [�1, u(t1)]} > 0.

By virtue of (7) we get

(p(t)u′(t))′ = −q(t)f(u(t)) ≤ −q(t)m1, t ∈ [t1,∞).

Integrating it over (t1, t), we obtain

p(t)u′(t)− p(t1)u
′(t1) ≤ −m1

(∫ t

1

q(s) ds−
∫ t1

1

q(s) ds

)
, t ∈ [t1,∞).

This together with (75) yield

u′(t) ≤ m1
1

p(t)

∫ t1

1

q(s) ds−m1
1

p(t)

∫ t

1

q(s) ds, t ∈ [t1,∞).

Letting t → ∞ and using (70) and (73), we get limt→∞ u′(t) = −∞. This
contradicts �1 ∈ (0, u(t1)). Thus �1 = 0.
Now, consider substitution (71) and for t1 of (75) denote x1 = ψ(t1). We

have v(ψ(t)) = u(t) > 0 for t ≥ t1. Hence

v(x) > 0 for x ≥ x1,
dv

dx
(x1) = u′(t1)p(t1) ≤ 0.

Since v is a solution of equation (72), we get, by (11), (13)–(15), that d2v
dx2 (x) < 0

for x ∈ [x1,∞). Therefore limx→∞ dv
dx (x) < 0 which contradicts v > 0 on

[x1,∞).

We proved that u cannot be eventually positive.
Step 2 Let u be eventually negative, i.e. there exists t0 ≥ 1 such that

u(t) < 0 for t ∈ [t0,∞).
Assume that u′ < 0 on (t0,∞). Then u is decreasing on (t0,∞), u(t0) < 0

and limt→∞ u(t) =: �2 ≥ min{B̄, u0}, by Theorem 2.5. Since �2 ∈ (L0, u(t0)),
using the same arguments as in Step 1, we can derive that u cannot be eventually
negative.
Step 3 Step 1 and Step 2 imply that u is oscillatory. Let u0 ∈ (0, L). Then,

by Lemma 2.1, we have the sequence

0 < δ1 < b1 < θ1 < a1 < . . . < δn < bn < θn < an < . . . ,

where Bn = u(bn) is a strict unique negative local minimum of u in (δn, θn)
and An = u(an) is a strict unique positive local maximum of u in (θn, δn+1),
n ∈ N. {δn}∞n=1 and {θn}∞n=1 are unbounded sequences of zeros of u. By the
same arguments as in Step 4 in the proof of Theorem 4.2, we can prove that
amplitudes of u are decreasing.
If u0 ∈ (B̄, 0), we argue similarly. �
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Example 4.7 Consider problem (7), (8) with

f(x) =

⎧⎪⎨
⎪⎩
−(x+ 2λ + 2) for x ≤ −2,

|x|λ sgnx for x ∈ (−2, 1),

2− x for x ≥ 1,

p(t) = tα, q(t) = tβ , t ∈ [0,∞),

where λ ≥ 1, α ∈ (0, 1], β ≥ α. Here L0 = −2−2λ, L = 2 and assumptions (9)–
(15), (22) and (36) are satisfied for all such α, β and λ. Therefore the assertion
of Theorem 2.6 holds. Since∫ ∞

1

1

sα
ds = ∞, lim

t→∞
1

tα

∫ t

1

sβds =
1

β + 1
lim
t→∞

(
tβ−α+1 − 1

tα

)
= ∞,

we have fulfilled all assumptions of Theorem 4.6 and thus it is applicable here.

In the following example the function p is bounded.

Example 4.8 Let us consider problem (7), (8) with

f(x) = |x|β sgn(x)(1− x)(x+ 2), p(t) = (arctan t)γ , q(t) = tα, t ∈ [0,∞),

where α > γ − 1, β ≥ 1, γ ≥ 1. We can verify that assumptions (9)–(15), (22)
and (36) are satisfied for all such α, β, γ. In particular,

lim
t→0+

1

(arctan t)γ

∫ t

0

sα ds = lim
t→0+

(
t

arctan t

)γ

tα+1−γ = 0.

Consequently, Theorem 2.6 can be applied. Since

lim
t→∞(arctan t)−γ =

(
2

π

)γ

�= 0 =⇒
∫ ∞

1

1

(arctan s)γ
ds = ∞,

lim
t→∞

1

(arctan t)γ

∫ t

1

sαds =
1

(α+ 1)
(
π
2

)γ ( lim
t→∞ tα+1 − 1

)
= ∞,

we have fulfilled all assumptions of Theorem 4.6.
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[1] Bartušek, M., Cecchi, M, Došlá, Z., Marini, M.: On oscillatory solutions of quasilinear
differential equations. J. Math. Anal. Appl. 320 (2006), 108–120.

[2] Cecchi, M, Marini, M., Villari, G.: On some classes of continuable solutions of a non-
linear differential equation., J. Differ. Equations 118, 2 (1995), 403–419.

[3] Gouin, H., Rotoli, G.: An analytical approximation of density profile and surface tension
of microscopic bubbles for Van der Waals fluids. Mech. Res. Commun. 24 (1997), 255–
260.

[4] Ho, L. F.: Asymptotic behavior of radial oscillatory solutions of a quasilinear elliptic
equation. Nonlinear Anal. 41 (2000), 573–589.

[5] Kiguradze, I. T., Chanturia, T.: Asymptotic Properties of Solutions of Nonautonomous
Ordinary Differential Equations. Kluver Academic, Dordrecht, 1993.



On the existence of oscillatory solutions. . . 127

[6] Kitzhofer, G., Koch, O., Lima, P., Weinmüller, E.: Efficient Numerical Solution of the
Density Profile Equation in Hydrodynamics. J. Sci. Comput. 32 (2007), 411–424.
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