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Abstract. We deal with the problems of four boundary points conditions for both differen-
tial inclusions and differential equations with and without moving constraints. Using a very
recent result we prove existence of generalized solutions for some differential inclusions and
some differential equations with moving constraints. The results obtained improve the re-
cent results obtained by Papageorgiou and Ibrahim-Gomaa. Also by means of a rather
different approach based on an existence theorem due to O.N.Ricceri and B. Ricceri we
prove existence results improving earlier theorems by Gupta and Marano.
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1. INTRODUCTION AND PRELIMINARIES

Let L*(I,R™) be the space of all measurable functions ¢: I — R such that
¥l Lrrrny = (fol l(t)|F)VE < oo (k € [1,00[); W*(I,R™) the space of func-
tions u € C(I,R™) such that # is absolutely continuous and i(t) € L¥(I,R"™),
where I = [0,T]. Let Pk (R™) be the set of all compact convex subsets of R™;
F: IxR"™xR™— Py(R").

In this paper we are concerned with the following problems:

(1) Existence of generalized solutions in W2!(I, R") for the second order differ-
ential inclusion under four boundary conditions,

() { U(t) € ext F(t,u(t), u(t)), a.e.on I,

w(0) =0, u(n) = u(d) = u(T),
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where 0 < 7 < 6 < 1 and extF(.,u(.),u(.)) is the set of extremal points of
F(. (), ().

(2) Existence of solutions in C'(I,R™) for the second order differential inclusion
under four boundary conditions,

) {ii(t) € F(t,u(t),u(t)),  ae. onl,

u(0) =0, u(n) = u(®) = u(T),

where 0 <n < 0 < 1.
(3) Existence of “state-control” pairs in W21(I,R") x L'(I,R"™) for the single
valued boundary value problem with multivalued moving constraints;

ii(t) = b(t,u(t), u(t), z(t)), a.e.on I,
@™) u(0) =0, u(n) = u(®) = w(T),
x(t) € K(t,u(t),u(t)) a.e. on I,

where 0 < pu <0 <T,b: I xR" x R" x R™ — R"and K: I x R® x R™ — P, (R™)
while P, (R™) is the set of all compact subsets of R™.

(4) Existence of generalized solutions in W2* (I, R) for the second order differential
equation under four boundary conditions,

(@)

{u(t) = [t u(t), u(t)), a.e. on [0, 1],
u(0) =0, u(n) = u(®) = u(1),

where 0 <7 < 6 <1 and f is a real function on [0,1] x R x R.

By an admissible “state-control” pair we mean two functions u(.) and z(.) such
that (u,z) € W21(I,R") x L*(I,R™) and which satisfy all the constraints in (Q™).
Moreover, by a generalized solution of (@) we mean a function u € W?2F([0,1])
(k = 1,2) such that u(0) = o, u(n) = u(f) = w(T) and i(t) = f(t,u(t),a(t)) for
almost all ¢ € [0,1].

Let X, Y be two topological spaces and F: X — 2. F is called lower semicon-
tinuopus (L.s.c.) at zg € X if for every open subset V in Y, F(xo) NV # (), there
exists an open subset U in X such that 29 € U and F(z) NV # ) for all z € U. We
say F'is (L.s.c.) if it is (L.s.c.) at each zg € X. Let C(I, E) be the Banach space of all
continuous functions u from I to the Banach space F, endowed with the supremum
norm, and let C'(I, E) be the Banach space of all continuous mappings u: I — E
with continuous derivative, equipped with the norm

Jullen = mase{ max fu(®)]|, max ()] .
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For closed subsets A and B of F, the Hausdorff distance between A and B is defined
by
h(A, B) = sup(e(A, B)),e(B, A))

where

e(4, B) = supd(a, B) = sup(inf ||a — b||)
acA acA beB

stands for the excess of A over B. Let (2, ¥) be a measurable space and X a separable
Banach space. A multifunction F': Q@ — Py is said to be measurable if for all z € X,
z +— d(z,F(z)) = inf{||lx — w||: w € F(z)} is measurable. We say F(.) is graph
measurable if Gr(F) = {(z,2) € Qx X: x € F(z)} € ¥ x B(X), where B(X) is the
Borel o-field of X. For further details we refer to [9], [5], [1].

Definition 1.1. Let E be a Banach space and let Y be a metric space. A mul-
tifunction G: I x Y — Py (F) is said to have the Scorza-Dragoni property (the SD-
property) if for every e > 0 there exists a closed set A C I such that the Lebesgue
measure, 1, of (I —A) is less than ¢ and G| Ay is continuous. The multifunction G is
called integrably bounded on compacta in Y if for any compact subset Q C Y, we can
find an integrable function ug: I — R such that sup{||ly|: v € G(t,2)} < ug(t)
for almost every z € Q.

Theorem 1.2 [11]. Let Y be a complete metric space, E a sparable Banach space,
E, the Banach space E endowed with the weak topology; M: I XY — Py (Ey);
K a compact subset of C(1,Y). Further, let R: K — 2L'(1.E) be a multifunction
defined by

R(y)={g€ L*(I,E): g(t) € M(t,y(t)) a.e. on I}.

If M has the SD-property and is integrably bounded on compacta in Y, then the set
Ag ={f € O(K,L,(I,E)): f(y) € R(y) Vy € K}

is a nonempty complete subset of the space C(K, L. (I, E)). Moreover, Ax = Acxt i
where Ll (I, E) is the set of equivalence classes of Bochner-integrable functions v:
I — FE with the norm ||v||, = sup || fotv(s) ds|| and

teT

Ao = {f € C(K,L,,(I,E)): f(y) €extR(y) Vy € K}.

We use the following lemma, for 0 < n < 6 < T, which is useful in the study
of four points boundary problems for the differential equations and the differential

inclusions; moreover, it summarizes some properties of a Hartman-type function.
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Lemma 1.3 [6]. Let G: IxI — R be the function defined as follows: if 0 <t < 7,

-7 if 0< 1<t
—t ift<rT <,
G(t,7) = Hr =0+ (T —m) ifn<7<0,
0—n
T—T1
f <T
T—3 if <t ,
when n <t <6,
-7 if 0<7<n,
—0+1 —t-1
T(t—0+1)+n(r—t ) if n<7<t,
0—mn
G(t, 1) = — —
(t,7) Hr =0+ (T —m) ift<r<0
0—n
T—71
f T
T3 ifo<r
finally if 0 <t<T,
-7 if 0<7<n,
nr—t—1)+7t—-0+1) iy <T<o,
0—n
Git,7)=<¢ T —
(&) T—l—(t—T) ifo<rT<t
T _
T—71
f T
T itt<rt
Then:
(i) IfueWM( R") with u(0) = 20, u(T) = u(6) = u(n), then u(t) = zo +
fo T)dT, Vit € I;

(i) ifw e LI(I, R”), then for allt € I,
t n _
/ G(t,7)w(r)dr —/ (t —71)w(r) dT—/ —t(T n(t+ 1)w(7) dr
0 0

6—n

“Hr—0)+(r—n) "T-1
—1—/0 - w(T)dT—i—/e T_ew(T)dT,

(iii) sup |G(t,7)| < max{2,2T}, Sup |0G(t, T)/0t] <
t,rel
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Theorem 1.4 [15]. Let (I,G, 1) be a finite non-atomic complete measure space;
V' a non-empty set; (X,|/|x), (Y,]||lly) two separable real spaces, with Y finite-
dimentional; p,q,s € [1,00], with ¢ < co and ¢ < p < s; ¥: V — L%(1,Y) a bi-
jective operator; ®: V — L'(I, X) an operator such that, for every v € L*(I1,Y)
and every sequence {v,} in L°(1,Y) weakly converging to v in LY(I,Y), the se-
quence {®(¥~1(v,))} converges to ®(¥~1(v)) in L1(I, X); ¢: [0,00[— [0, 00] a non-
decreasing function such that

ess sup [@(w) Bl x < e (W)llrr,y))

for allu € V.
Further, let F: I x X — 2Y be a multifunction, with non-empty closed convex
values, satisfying the following conditions:

(i) for p-almost every t € I, the multifunction F'(t,.) has closed graph;
(ii) the set {x € X: the multifunction F(.,z) is G — measurable} is dense in X;

(iii) there exists r > 0 such that t — sup d(Oy, F(t,z)) belongs to L*(I) and
Izl x <e(r)
its norm in LP(I) is less than or equal to r.

Under such hypotheses, there exists @ € V such that

U(a)(t) € F(t,¥(a)(t)), p-a.e. in I,
{ W (@)(t)]y < e )d(OY,F(t,m)) p-a.e. in I.

2. EXISTENCE RESULTS FOR (P¢) AND (P)

Let c1, c2, a € LP(I,R"), 1 < p < oo, and let L be the linear operator defined
from C(I,R) x C(I,R) into C(I,R) x C(I,R) by L(f,g) = (f,g) such that, for all
tel,

T
J(t) = / 1G(t,7)|(er (1) F(7) + ex(r)g (7)) dr

and

T
9= [ |25 @) + gt ar
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Theorem 2.1. Let F' be a multifunction from I x R™ x R™ to P (R"™) satisfying
the following conditions:

(a) for each (z,y) € R x R, the multifunction F(.,z,y) is measurable;

(b) for each t € I the function (z,y) — F(t,x,y) is continuous with respect to the
Hausdorff metric h;

(c) for each (x,y,t) € I x R™ x R™

[E @z, y)l| < sup{|lv]l: v e F(t,2,y)} < a(t) + cr()]|=]] + c2()llyll;

(d) the spectral radius r(L) of L is less than one.

Then problem (P¢) admits a solution.

Proof. First, we can say that ||F(t,z,y)| < ai1(t) a.e. on I for some
a; € LP(I,R"). Indeed, if we assume u € W?2(I,R") then from Lemma 1.3
part (i), for each ¢ € I we have u(t) = z¢ + fOT G(t,7)i(r)dr and u(t) =
2o + [i (0G(t,7)/0t)ii(7) dr. Now if

L(lfulls Welt) = Cllaells fl]}),

then

T
ull(t) = /0 |Gt 7)|(cr (T)[[w(n)]] + ca(r)[la(T)]) dr
and

T
il = [ [*Z 2 @@l + el dr.

If u is a solution of (P), then condition (¢) yields

T
[u@)[| < flzoll +/ |G(t, )l(a(r) + cr(T)[[w(T)[| + c2(T)][a(T)]))-
0
So,
u@®) = [lu@®)] < [lzoll +/O |G(t,7)|a(T)dr = ha(t).
Also

Jie)] = Jatol < ool + [ |25 atr)ar = ot
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Now, if Id is the identity mapping, then (Id — L)(||u(.)]|l, [|@]]) < (h1, h2). By virtue
of condition (d), (Id — L)™' exists and (Id — L)~ = Y L*. Further,
k=0

([l llall) = (Id = L)~ ([full = [lall, 1l — [lal)
—ZL’“ l[ull = Jlall, el — 1)
k=0
Z (h1, ha)
= (Id—L)""(h1, ha).

Consequently, there exists M > 0 such that for every solution of (P) we have
lluller,rmys llilloarny < M. Thus we may assume that |[F(t,z,y)|| < ai(t) a.e.
on [ fore some a; € LP(I,RT). Let h € L'(I,R"™) and let u € W12(I,R") be the
unique solution of the problem

(%)

From Lemma 1.3 we have u(t) = xg + fOT G(t, 7)h(r)dr, Vt € I. Thus we can define
the function f: LY(I,R™) — W?2(I,R") such that f(h) is the unique solution of
(¥). Let V. = {u € L*(I,R"): |lu(¥)|| < ai(t) a.e. on I}. By the Dunford-Pettis
theorem V is weakly compact and then we can show that f(V') is a convex and
compact subset of C1(I,R"). Let Y = R" x R". If K = f(V), R: K — 2L (LE") i
a multifunction defined by R(u) = {g € L*(I,R"): g(t) € F(t,u(t),u(t)) a.e. on I}
and M: IxR"™xR™ with M (¢, (z,y)) = F(t,z,y), then M has the SD-property [14].
It is easy to show that R is a nonempty and convex subset of L!(I,R™). From the
fact that the values of F' are closed, if f,, is a sequence in R(u) for some v € K, then
nli»ngo fn(t) = f(t) € F(t,u(t),u(t)). Therefore the values of R are weakly compact.
According to Theorem 2.1 there exists a continuous function r: K — Ll (I, R™) with
r(u) € ext(R(u)) for all u € K. From Benamara [2] we have

ext(R(u)) = {g € L'(I,Y): g(t) € ext(M(t,u(t),u(t))) a.e. on I}.
So r(u)(t) € ext(M(t,u(t),u(t))) a.e. on I, which implies
r(u)(t) € ext(F(t,u(t),u(t))) a.e. onl,

which yields
r(u)(t) € ext(F(t,u(t),u(t))) a.e. on l.
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If u € f(V), then ||r(u)(t)| < a; and so r(u) € V. Put 0: f(V) — W2Y(I,R") such
that 0(u) = f(r(u)), thus 0 is a continuous function from f(V') into f(V)[13]. By
Schauder’s fixed point theorem there exists = € f(V') such that z = 0(z) = f(r(x)),
which means that there is z € W21(I, R") such that #(t) € ext(F (¢, z(t),4(t))). O

Theorem 2.2. Let F': I x R™ x R™ — Py (R™) be a multifunction satisfying the
following conditions:

(a) for each (z,y) € R x R the multifunction F(.,z,y) is graph measurable;
(b) for eacht € I the function (z,y) — F(t,x,y) is Ls.c;
(c) for each (x,y,t) € I x R™ x R"

IE 2, y)ll < sup{[[v]l: v e F(t,2,9)} < at) +er(@)]z]| + @) ][yl

where a, c1,co € LY(I,RT);
(d) the spectral radius r(L) of L is less than one.
Then the solution set S of problem (P) is a nonempty subset of C'(I,R™).
Proof. As in Theorem 2.1 we can assume || F(t,z,y)|| < ~(t) a.e.on I,
where v € L'(I,RT). Put V = {u € L'(I,R™): |u(?)|| < 7(t) a.e. on I} and let
f: LY(I,R™) — CY(I,R™) is the function as in the proof of Theorem 2.1, thus f(V)

is a compact convex subset in C'!(I, R™). Moreover, if ¢ is a multifunction from f(V)
into Pp(L'(I,R™)), the set of all closed subsets of L*(I, R™), defined by

Y(u) ={g € L'(I,R™): g(t) € F(t,u(t),u(t)) a.e. on I},

then 1(.) is Ls.c. and has decomposable values [12]. By Theorem 3 in [3] there exists
a continuous selection s: f(V) — L'(I,R™) of . Now if we define 6: f(V) — f(V)
by 0(u) = f(s(u)), then 0 is continuous [13]. By Schauder’s fixed point theorem 6
has a fixed point z = 6(x), which means that S # (). O

3. EXISTENCE RESULTS FOR (Q™) AND (Q)

First, in this section we need the following hypotheses on the data.
H(b). b: IxR™xR"xR™— R™is a function such that

(1) t — b(t,u,v,x) is measurable,
(2) (u,v,z) — b(t,u,v,x) is continuous,
(3) l1b(t u,v,2)|| < at) + @) ([lull) + ([0l) + () a-e. with a,c € L'(I, R).

Also we introduce hypotheses on K.
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H(K). K:IxRxR"™— Py(R™) is a multifunction such that

(i) (t,u,v) — K(t,u,v) is graph measurable,
(i1) (u,v) — K(t,u,v) is l.s.c., a.e.,
(iii) ||K (¢, u,0)|| <er(L+ |lul) + (|v]]), e > 0. a.e. with a,c € L1(I,R).

Theorem 3.1. If hypotheses H(b), H(K) and condition (d) in Theorem 2.1 hold,
then problem (Q™) admits a “state-control” pair.

Proof. LetT': I x R™ x R™ — P,(R™) be defined by
I'(t,u,v) =b(t,u,u,U(t,u,v)) = U{b(t, u,v,z): x € K(t,u,v)}.
Now from [4] we have

Gr(T) = {(t,u,v,2): z€T(t,u,v)}
= prOjIXR"XR"XR"{(ta u,v,Yy, J)): Yy = b(ta u,v,x), (ta ’LL,’U,J?) € GI‘(K)}
€ B(I) x B(R™) x B(R") x B(R").

Thus (t,u,v) — T'(t,u,v) is graph measurable. Now if (uy,v,) — (u,v) in R™ x R™
and y € I'(t,u,v), then y = b(t,u,v,x) with z € K(t,u,v). By H(K), part (ii),
K(t,.,.) is Ls.c., so there exist u,, € K(t,z,,y,) for all n € N with u,, — v in R™.
Therefore, by H(b) part 2, if y,, = b(t, un, Un, Zy), then y, — y with y, € T'(¢, up, vy,).
Hence (u,v) — T'(t,u,v) is l.s.c., and from H (b) part (2) we have

IT(t,u, )| < a*(t) + (@) ((lull) + o], a*,c* € LY, RT).
According to Theorem 2.2 the problem

{il(t) € D(t, u(t), u(t)), a.e.on I,
u(0) =0, u(n) =u(d) = u(T),

has at least one solution u(.) € W21(I,R"). Let
G(t) ={z € K(t,u(t),a(t)): a(t) = b(t, u(t),u(t), z)}.

Because of H(b), parts (1) and (2) and H(K), part (iii) we have Gr(G) € B(I) x
B(R™). Thanks to Aumann’s selection theorem there exists a measurable selection
x of G, that is x(t) € G(t) for all ¢t € I. Then (u,z) is the desired admissible “state-
control” pair for (Q™). O

The following lemma will be useful in the sequel.
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Lemma 3.2. Let G: I x I — R be the function defined as in Lemma 1.3 and let
k € [1,00[. Then for every t € [0,T] one has
G) (Jo 16t dr)'"" < 3Y% max{(T +2) /%, (2T + 1) +1/4,
.. T 1/k
@) (fy 10G(t.7) 0tk dr)'* < TV*.

Proof. (j)If0O<t<n<7<0 then

G < 0D FECZn T gy
0—T1 0—n

/T |G(t,7)|Fdr <tT* +T*(n—t) + (T +1)*0 —n) + (T — )
0

Tth + TH(T —t) + (T + 1)F(0 —n) + (T —t)

<
<3(T + 1)k

and consequently

T 1/k
</ |G(t,7)|de> < 3VR(T 4 1),
0
Ifn<t<d (n<r7<t)then

Gt 7)) < T —T1t+nt—nT+T—N
0—n
(r(0—n)+7—n)

<
<T+1,
and if n <t <7 <0 <T then

tr—td+7—n
0—n
<t9—t7'—|—7'—n
0—n
<T+1,

Gt 7)] =

thus

/T |G(t,7)|Fdr < Tk 4+ (T + 1)*(t —n) + (6 — t)(T + 1)* + (T —6)
0

nT* + (T + DT —n)+ 0 —t)(T+ 1)+ (T —17)
3

<
< (T+2)k+1,
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and hence in this case

T 1/k
(/ |G(t,7‘)|kd7'> < BYR(T 4 2)HHE,
0

Ifo0<t<T (n<7<80) then

nT—tn—m+1t—T70+T
0—n
TO—nT+tr—tn+7—n
0—mn
T@—n)+t(r—n)+7—n
0—n

Gt = |

N

N

<2T +1,

SO

/T |G(t, T)[Fdr < nT* + 2T + 1)K —n) + (t — 0)(T + 1)* + (T — 6)
0

<
< (2T+1)k+1

and hence
T 1/k
(/|G@ﬂﬁ&) < 3YREQT 4 1)1k
0

which completes the proof of (j).
(Gj) If 0 < t < m, then

0 if 0 <7<t
oG(t,7) —19 ift<r <,
ot T ifn<r<0,
0—n

0 if0<7<T,

when n <t < 0, then

0 if0<7<n,

T—n
ifp<7<t,

aGr) Jo-n 757
ot -

T <<

0—mn

0 ifd<7r<T,

nT* + (T 4+ DF(T —n) + (0 — t)(T + 1)* + (T — 1)
3
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and finally, if 8 < ¢ < T, then

0 if 0<7<n,

;e
oG(t,7) 9_2 it n <7<,
ot 1 if0 <7<t
0 ft<7<T.

< TVE, O

Theorem 3.3. Let f be a function from [0,1] x R X R to R satisfying the following
conditions:

(a) for each (z,y) € R x R, the function f(.,x,y) is measurable;

(b) for a.e. t € [0,1] the function (x,y) — f(t,x,y) is continuous;

(c) there exist p,q,r € L'([0,1]) such that for almost every t € [0,1] and every
z,y € R one has

[f (&2, 9) < r@ 2 o0y + POl 2 qo.ap 2] + llg@) [ 1 0.1 1915

(d) lIpllzaqo,n + lallzroayy < 1.
Then problem (Q) admits a generalized solution u € W2([0,1]).

Proof. We apply Theorem 1.4, in this case, choose p = ¢ = s = 1; [ =
[0,1] with the Lebesgue measure structure; X = R? endowed with the norm ||z| =
max{|z|, |y|}, where z = (z,y) € R%; V = {u € W21([0,1]): u(0) = 0, u(n) =
w(®) = u(1)}; F(t,2) = {f(t,2)} for all t € [0,1], 2 € R?; ¥(u) = ii for all u € V;
O(u)(t) = (u(t),u(t)) € R? for all u € V, t € [0,1]; p(A) = A for all A € [0, 00].
Thanks to conditions (i), (ii) of Lemma 1.3, ¥ is bijective and for every w € L'([0,1])
one has
¢

T (w)(1) :/0 (t — r)w(r) dr - /On Hr—mt+1) _9”_)(;+ Y (e dr
“Ur—0)+ (T —n) "1
—1—/0 - w(T)dT—i—/e 1_9w(7)d7

for every ¢ € [0, 1], and thus

W e @) = ([ @-rueer- [

"Hr—0) +(r—n) Tl
+ [T ar+ [ = ear

/Otw(T)dT - /On T=mlEt+l) _9’7)_(7 1)w(7)d7'+/00 g:zw(r)df).
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Let {v,} be a sequence weakly converging to v in L'([0,1]). From (1), for every
t € [0,1] we have

BT (0,)(t) = (/O (t—r)vn(r)dr—/onw%)(;mvn(ﬂdr

“tr—0)+(r—n) "1-7
—1—/0 - Un(T)dT-i-/G 1_61}n(T)dT,

/Ot on(r) dr — /O?7 r=nt+1) _9”)_(i7+ D (v dr + /09 ;%zvnm dT)

The sequence {®(¥)~!(v,)} converges pointwise to ®(¥)~!(v) on [0, 1]. From con-
dition (iii) in Lemma 1.3 we have for each ¢ € [0,1], n € N

b 1 1
/G(t,f)vn(f)df < sup |G(t,r)|/ an||d7-<2/ on]| dr,
t,7€[0,1] 0 0

/0 o (yar]| < / fonlldr.

Since {v,} is bounded in L!([0,1]), by virtue of (2), (3) we can find ¢ > 0 such
that ||®(V~1(v,))(t)|| < c for each ¢t € [0,1] and n € N. Hence by the Lebesgue
dominated convergence theorem, {®(¥~1(v,))} converges strongly to ®(¥~1(v)) in
LY([0,1], X). Now

(2)

® |

@) max [u(?) /|u ) dt < max [a(t)],

t€[0,1] t€[0,1]
and if u € V then there exists 6 €]0, 1[ such that 4(f) = 0, thus
5 )| dt.
) mx li0) < [ it
From (4) and (5)
essonp 20 x < [ 0]t = (il o)
te[0,1]

Finally, we consider the multifunction F': (¢,z) — {f(¢,2)}. It is obvious that F
satisfies conditions (i) and (ii) of Theorem 1.4; moreover, if we choose ¢ such that
|\7"||L1([071]) <o(l- (||p||L1([071]) + ||q||L1([071]))), so thanks to (¢) we have

1 1
/ sup  |f(t,2)|dt = / sup |/(t, )] dt
0 0

2]l x <e(e) Izl x <e
< (lIpllzr o,y + llallzro,ap)e + el Lo, < o
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and hence condition (iii) of Theorem 1.4 holds. Now we are allowed to apply Theo-
rem 1.4. Therefore there exists w € V such that i(t) = f(¢,u(t), @(t)) for almost all
t € [0,1] and this completes the proof. O

Theorem 3.4. Let f be a function satisfying conditions (a), (b) of Theorem 3.3.
Further, suppose that:
(¢') there exist p,q,r € L*([0,1]) such that for almost every t € [0,1] and every
z,y € R one has

[f (&2, 9)] < r@ 220,01 + POl 2 o.ap 2] + lg@) [ 2 0.1 1915

(@) 9llpllzzo,1) + llall 2o,y < 1.
Then problem (Q) admits a generalized solution u € W?22([0, 1]).

Proof. Weapply Theorem 1.4 in the particular caseq =1, p=s=2; I = [0, 1];
X = R? endowed with the norm |[[z|| = max{}|z|, |y|}, where z = (z,y) € R%
V = {u € W22([0,1]): w(0) = 0, u(n) = u(@) = u(1)}; F(t,z) = {f(t,2)} for all

€[0,1], 2 € R?% W(u) = ii for all u € V; ®(u)(t) = (u(t),u(t)) € R? for all u € V,
t €10,1]; (A) = A for all A € [0, 00[. Now Lemma 3.2 and Lemma 1.3 yield

t)| = /01 G(t, 7)ii(r </ G(t, T |2d7) (/ |u|2d7)
< ()l L2(p0,1))
and
ae)] = 3Gétt7' ‘ < 8Gt 7) > (/ |u|2d7)
| )||L2 ([0,1])
Therefore

essisup () (1) = ma { W ey} < ) 2o,

te[0,1]

Moreover, choosing ¢ such that ||7(|z1(0,1) < o(1 — 9pllzr 0,17y + llallzro,1)));
thanks to (¢’) we have

1 1
[ s ipealde= [ s (52
0 0

2]l x <e(e) Izl x <e
Ollpll 2o,y + llallzrqo,py)e + Il o))

<
<o

At this point, the proof goes exactly as that of Theorem 3.3. O
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4. CONCLUSION

Papageorgiou [13] proved the existence of solutions for (P¢) and obtained “state-
control” pairs for (Q™) with two boundary conditions «(0) = x¢, u(1) = x1, where
I = [0,1]. Moreover, in [8] Ibrahim-Gomaa consider the same problems with three
boundary conditions u(0) = zo, u(p) = u(T). Therefore Theorem 2.1 improves The-
orem 3.1 in [13] and Theorem 2 in [8], Theorem 2.2 improves Theorem 3 of [8] and
Theorem 3.1 improves Theorem 6.1 of [13] and that of [8]. Furthermore, Theorem 3.3
improves Theorem 2 of [7] with Theorem 1 of [10], while Theorem 3.4 improves The-
orem 3 of [10]. In [7] Gupta considers the differential equation &(t) = f (¢, z(t), Z(t)),
t € [0,1] with three boundary conditions x(0) = 0, z(n) = z(1) and in [10] Marano
studies the same problem and obtains Theorem 1 which improves Theorem 2 of
Gupta, while Theorem 3.4 improves Theorem 3 of [10].
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