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#### Abstract

The asymptotic and oscillatory behavior of solutions of Volterra summation equation and second order linear difference equation are studied.
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## 1. Introduction

Qualitative properties of solutions of difference equations are of great importance if we have no closed form solutions. Such properties which are widely applied are the oscillation and asymptotic behavior.

The references [1], [2] present a fairly exhaustive list for the interested reader. Some recent results for Volterra summation equations can be found in [5], [6], [7], [9], [10].

In Section 2 we establish conditions for the oscillation of solutions of equations

$$
y(n)=p(n)+\sum_{s=0}^{n-1} L(n, s) y(s), \quad n \in \mathbb{N}_{0}=\{0,1,2, \ldots\}
$$

and

$$
\begin{equation*}
\Delta x(n)=p(n)-\sum_{s=0}^{n} L(n, s) g(s, x(s)), \quad n \in \mathbb{N}_{0}=\{0,1,2, \ldots\} \tag{I}
\end{equation*}
$$

Such problems have been handled in the papers [5], [7], [8]. What we hope to accomplish here is to present new assumptions [5] about the function $L(n, s)(L(n, s)$
is nonincreasing in $n$ for every $s$ or $L(n, s)$ is nondecreasing in $s$ for every $n$ or $\left.L(n, s)=L_{1}(n) L_{2}(s)\right)$ to obtain oscillatory properties of solutions of Volterra summation equations.

In Section 3, we give conditions under which asymptotic properties (oscillation, convergence) of the linear equation of Volterra type imply some asymptotic properties of solutions of second order linear difference equations

$$
\begin{equation*}
\Delta^{2} x(n)-a(n) x(n+1)=0, \quad n \in \mathbb{N}_{0} \tag{II}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{2}(n) \Delta^{2} x(n)+a_{1}(n) \Delta x(n)+a_{0}(n) x(n)=b(n), \quad a_{2}(n) \neq 0, n \in \mathbb{N}_{0} \tag{III}
\end{equation*}
$$

## 2. Oscillation of Volterra summation equations

In this part of the paper we establish sufficient conditions for the oscillation of solutions of the equations (I) and

$$
\begin{equation*}
y(n)=p(n)+\sum_{s=0}^{n-1} L(n, s) y(s) \tag{2.1}
\end{equation*}
$$

where
(i) $\{p(n)\}$ is a sequence of real numbers,
(ii) $L: \mathbb{N}_{0} \times \mathbb{N}_{0} \rightarrow \mathbb{R}^{+}$and $L(n, s)=0$ for $s>n$,
(iii) $g: \mathbb{N}_{0} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and $x g(n, x)>0$ for $x \neq 0$.

By a solution of equation (2.1) we mean a real sequence $\{y(n)\}$ satisfying equation (2.1) for all $n \in \mathbb{N}$.

A nontrivial solution $\{y(n)\}$ is said to be oscillatory (around zero) if for every positive integer $n_{0}$ there exists $n \geqslant n_{0}$ such that $y(n) y(n+1) \leqslant 0$. Otherwise, the solution is said to be nonoscillatory.

We need the following lemmas in our subsequent analysis.

Lemma 2.1. Suppose that $\{y(n)\},\{q(n)\}$ are nonnegative sequences defined on $\mathbb{N}_{0}$ and $L(n, s)$ is nonincreasing in $n \in \mathbb{N}_{0}$ for every $s \in \mathbb{N}_{0}$. If

$$
\begin{equation*}
y(n) \leqslant q(n)+\sum_{s=0}^{n-1} L(n, s) y(s) \tag{2.2}
\end{equation*}
$$

then

$$
\begin{equation*}
y(n) \leqslant Q(n)\left\{1+\sum_{s=0}^{n-1} L(s, s) \exp \left(\sum_{l=s+1}^{n-1} L(l, l)\right)\right\} \tag{2.3}
\end{equation*}
$$

for $n \in \mathbb{N}_{0}$, where $Q(n)=\max _{0 \leqslant s \leqslant n} q(s)$.
Proof. Using the fact that $L(n, s)$ is nonincreasing in $n \in \mathbb{N}_{0}$ for every $s \in \mathbb{N}_{0}$, we arrive at

$$
y(n) \leqslant q(n)+\sum_{s=0}^{n-1} L(s, s) y(s), n \in \mathbb{N}_{0} .
$$

Let $v(n)=\sum_{s=0}^{n-1} L(s, s) y(s)$ so that $v(0)=0$ and

$$
\begin{aligned}
y(n) & \leqslant q(n)+v(n), \\
\Delta v(n) & =L(n, n) y(n) .
\end{aligned}
$$

Hence we may write

$$
v(n+1)=(1+L(n, n)) v(n)+(q(n)+r(n)) L(n, n), r(n) \leqslant 0 .
$$

The solution of this equation with the initial condition $v(0)=0$ is given by

$$
v(n)=\sum_{s=0}^{n-1}(q(s)+r(s)) L(s, s) \prod_{l=s+1}^{n-1}(1+L(l, l))
$$

The proof of the lemma is completed by observing that $1+L(n, n) \leqslant \exp (L(n, n))$, $r(n) \leqslant 0$ and $y(n) \leqslant q(n)+v(n)$.

Remark 1. If $\limsup _{n \rightarrow \infty} Q(n)<\infty$ and $\limsup _{n \rightarrow \infty} \sum_{s=0}^{n-1} L(s, s)<\infty$, then all $\{y(n)\}$ are bounded for $n \rightarrow \infty$.

Using Lemma 2.1, one may easily conclude the following lemmas.
Lemma 2.2. Suppose that $\{y(n)\},\{q(n)\}$ are nonnegative sequences defined on $\mathbb{N}_{0}$ and $L(n, s)$ is nondecreasing in $s \in \mathbb{N}_{0}$ for every $n \in \mathbb{N}_{0}$. If

$$
\begin{equation*}
y(n) \leqslant q(n)+\sum_{s=0}^{n-1} L(n, s) y(s) \tag{2.4}
\end{equation*}
$$

then

$$
\begin{equation*}
y(n) \leqslant q(n)+L(n, n) \sum_{s=0}^{n-1} q(s) \exp \left(\sum_{l=s+1}^{n-1} L(l, l)\right) . \tag{2.5}
\end{equation*}
$$

Corollary 1. Let $q(n) \leqslant L(n, n)$ for $n \in \mathbb{N}_{0}$, then

$$
\begin{equation*}
y(n) \leqslant L(n, n)\left[1+\sum_{s=0}^{n-1} L(s, s) \exp \left(\sum_{l=s+1}^{n-1} L(l, l)\right)\right] \tag{2.6}
\end{equation*}
$$

Remark 2. If $\limsup _{n \rightarrow \infty} L(n, n)<\infty$ and $\limsup _{n \rightarrow \infty} \sum_{s=0}^{n-1} L(s, s)<\infty$, then all $\{y(n)\}$ are bounded for $n \rightarrow \infty$.

Lemma 2.3. Suppose that $\{y(n)\},\{q(n)\}$ are nonegative sequences defined on $\mathbb{N}_{0}$ and

$$
L(n, s)=L_{1}(n) L_{2}(s) .
$$

If

$$
\begin{equation*}
y(n) \leqslant q(n)+\sum_{s=0}^{n-1} L(n, s) y(s) \tag{2.7}
\end{equation*}
$$

then

$$
\begin{equation*}
y(n) \leqslant q(n)+L_{1}(n) \sum_{s=0}^{n-1} q(s) L_{2}(s) \exp \left(\sum_{l=s+1}^{n-1} L_{1}(l) L_{2}(l)\right) . \tag{2.8}
\end{equation*}
$$

Remark 3. Let $q(n) \leqslant L_{1}(n)$ for $n \in \mathbb{N}_{0}$, then

$$
y(n) \leqslant L_{1}(n)\left\{1+\sum_{s=0}^{n-1} L_{1}(s) L_{2}(s) \exp \left(\sum_{l=s+1}^{n-1} L_{1}(l) L_{2}(l)\right)\right\} .
$$

If $\limsup _{\substack{n \rightarrow \infty \\ n \rightarrow \infty}} L_{1}(n)<\infty, \limsup _{n \rightarrow \infty} \sum_{s=0}^{n-1} L_{1}(s) L_{2}(s)<\infty$, then all $\{y(n)\}$ are bounded for
Theorem 2.4. Assume that
$1^{\circ} L(n, s)$ is nonincreasing in $n \in \mathbb{N}_{0}$ for every $s \in \mathbb{N}_{0}$,
$2^{\circ} \limsup _{n \rightarrow \infty} Q(n)<\infty, Q(n)=\max _{0 \leqslant s \leqslant n}|p(s)|, \limsup _{n \rightarrow \infty} \sum_{s=0}^{n-1} L(s, s)<\infty$.
Then all unbounded solutions of equation (2.1) are oscillatory.
Proof. Suppose there is an unbounded nonoscillatory solution $\{y(n)\}$ of (2.1). So there exists an $n_{0} \in \mathbb{N}_{0}$ such that either $y(n)>0$ or $y(n)<0$ for all $n \geqslant n_{0}$. Now from (2.1) we have

$$
\begin{equation*}
0 \leqslant|y(n)| \leqslant|p(n)|+\sum_{s=0}^{n-1} L(n, s)|y(s)|, n \in \mathbb{N}_{0} \tag{2.9}
\end{equation*}
$$

From (2.9) we have for $n \geqslant n_{0}$

$$
\begin{aligned}
|y(n)| & \leqslant Q(n)+\sum_{s=0}^{n_{0}-1} L(s, s)|y(s)|+\sum_{s=n_{0}}^{n-1} L(s, s)|y(s)| \\
& \leqslant M+Q(n)+\sum_{s=n_{0}}^{n-1} L(s, s)|y(s)|
\end{aligned}
$$

where $M=\sum_{s=0}^{n_{0}-1} L(s, s)|y(s)|$.
Applying Lemma 2.1 and assumption $2^{\circ}$ to the last inequality, we obtain that $\{y(n)\}$ is bounded as $n \rightarrow \infty$. This contradiction completes the proof of the theorem.

Remark 4. Suppose that the conditions of the theorem are satisfied. Then all nonoscillatory solutions of (2.1) are bounded.

Example. Consider

$$
x(n)=\frac{1}{(n+1)^{4}(n+2)}+\frac{1}{(n+1)^{3}} \sum_{s=0}^{n-1}(s+1) x(s), n \in \mathbb{N}_{0} .
$$

Clearly, all conditions of Theorem 2.4 are satisfied. Hence all nonoscillatory solutions of the equation are bounded.

In particular,

$$
x(n)=\frac{1}{(n+1)^{2}(n+2)}
$$

is a bounded nonoscillatory solution of the equation.

Theorem 2.5. Assume that
$1^{\circ} L(n, s)$ is nonincreasing in $n \in \mathbb{N}_{0}$ for every $s \in \mathbb{N}_{0}$,
$2^{\circ} \limsup _{n \rightarrow \infty} \sum_{s=n_{0}}^{n-1} L(s, s)<\infty$,
$3^{\circ} \limsup _{n \rightarrow \infty} p(n)=\infty, \liminf _{n \rightarrow \infty} p(n)=-\infty$.
Then all bounded solutions of (2.1) are oscillatory.
Proof. Let $\{y(n)\}, n \in \mathbb{N}$, be bounded solutions of (2.1) such that $|y(n)| \leqslant K$ for $n \in \mathbb{N}$. We claim that $\{y(n)\}$ is oscillatory. If not, it is nonoscillatory. So, there exists an $n_{0}>0, n_{0} \in \mathbb{N}$, such that for $n \geqslant n_{0}$, either $y(n)>0$ or $y(n)<0$. Let
$y(n)>0$ for $n \geqslant n_{0}$. From (2.1) we get for $n \geqslant n_{0}$

$$
\begin{align*}
y(n) & =p(n)+\sum_{s=0}^{n_{0}-1} L(n, s) y(s)+\sum_{s=n_{0}}^{n-1} L(n, s) y(s)  \tag{2.10}\\
& \leqslant p(n)+K \sum_{s=0}^{n_{0}-1} L(s, s)+K \sum_{s=n_{0}}^{n-1} L(s, s) .
\end{align*}
$$

The last two summations on the righthand side of (2.10) are finite.
Since $y(n)>0$ and $3^{\circ}$ holds, we obtain a contradiction. This completes the proof.

Remark 5. Theorem 2.5 may be formulated as follows:
Suppose that the conditions of Theorem 2.5 are satisfied. Then all nonoscillatory solutions of (2.1) are unbounded.

Remark 6. It is not difficult to write the equation

$$
\begin{equation*}
y(n+1)=A(n) y(n)+\sum_{s=0}^{n} K(n, s) y(s)+p(n) \tag{*}
\end{equation*}
$$

as an equation of the form (2.1) and then to deduce the asymptotic properties of the solutions of $(*)$ from the asymptotic properties of (2.1).

Denote

$$
L(n+1, s)= \begin{cases}K(n, n)+A(n) & \text { for } s=n \\ K(n, s) & \text { for } s<n\end{cases}
$$

Then

$$
y(n+1)=\sum_{s=0}^{n} L(n+1, s) y(s)+p(n) .
$$

Next, the asymptotic behavior of oscillatory and nonoscillatory solutions of equation (I) will be studied.

Theorem 2.6. Let $g: \mathbb{N}_{0} \times \mathbb{R} \rightarrow \mathbb{R}$ be continuous and $x g(n, x)>0$ for $x \neq 0$. Suppose that $0<x_{1} \leqslant x_{2}$ implies that $g\left(n, x_{1}\right) \leqslant g\left(n, x_{2}\right)$ for fixed $n \in \mathbb{N}_{0}$ and $L(n, s)$ satisfies assumption (ii).

Let

$$
\begin{equation*}
\sum_{s=n_{1}}^{n} \sum_{l=0}^{n_{1}-1} L(s, l) \text { and } \sum_{s=n_{1}}^{n} \sum_{l=n_{1}}^{s} L(s, l) g(l, K) \tag{2.11}
\end{equation*}
$$

be bounded for $n_{1} \in \mathbb{N}$ and $K>0$.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{s=n_{1}}^{n} p(s)=\infty \tag{2.12}
\end{equation*}
$$

then all bounded solutions of (I) are oscillatory.
Proof. Let $\{x(n)\}, n \in \mathbb{N}_{0}$ be a bounded solution of (I) such that $|x(n)| \leqslant K$ for $n \in \mathbb{N}_{0}$. We claim that $\{x(n)\}$ is oscillatory. If not, it is nonoscillatory. So there exists an $n_{1}>0$ such that for $n \geqslant n_{1}$ either $x(n)>0$ or $x(n)<0$.

Let $x(n)>0$ for $n \geqslant n_{1}$. From (I) we get for $n \geqslant n_{1}$

$$
\begin{aligned}
\Delta x(n) & =p(n)-\sum_{s=0}^{n_{1}-1} L(n, s) g(s, x(s))-\sum_{s=n_{1}}^{n} L(n, s) g(s, x(s)) \\
& \geqslant p(n)-M \sum_{s=0}^{n_{1}-1} L(n, s)-\sum_{s=n_{1}}^{n} L(n, s) g(s, K)
\end{aligned}
$$

where $M=\sup _{n \in\left\langle 0, n_{1}-1\right\rangle}|g(n, x(n))|$. So

$$
\begin{aligned}
x(n+1) \geqslant & x\left(n_{1}\right)+\sum_{s=n_{1}}^{n} p(s)-M \sum_{s=n_{1}}^{n} \sum_{l=0}^{n_{1}-1} L(s, l) \\
& -\sum_{s=n_{1}}^{n} \sum_{l=n_{1}}^{s} L(s, l) g(l, K)
\end{aligned}
$$

In view of conditions (2.11), the last two summations on the righthand side are finite. Since $x(n)>0$ and (2.12) holds, we obtain a contradiction.

Let $x(n)<0$ for $n \geqslant n_{1}$. Again from (I) we get for $n \geqslant n_{1}$

$$
\Delta x(n) \geqslant p(n)-M \sum_{s=0}^{n_{1}-1} L(n, s)
$$

So

$$
x(n+1) \geqslant x\left(n_{1}\right)+\sum_{s=n_{1}}^{n} p(s)-M \sum_{s=n_{1}}^{n} \sum_{l=0}^{n_{1}-1} L(s, l) .
$$

Hence $x(n)>0$ for large $n$, a contradiction. This completes the proof.

Theorem 2.7. Let $g(n, x)$ be monotonic increasing in $x$ for fixed $n \in \mathbb{N}_{0}$. Let $L(n, s)$ satisfy condition (ii).

If for large $n \in \mathbb{N}_{0}$

$$
p(n)-\sum_{s=0}^{n} L(n, s) q(s, \lambda)>0, \quad \lambda>0
$$

then all bounded solutions of (I) are nonoscillatory.
Proof. Let $\{x(n)\}$ be a bounded solution of (I) on $\mathbb{N}_{0}$ such that $|x(n)| \leqslant K$, $n \in \mathbb{N}_{0}$.

From the given condition it follows that there exists an $n_{1} \in \mathbb{N}_{0}$ such that

$$
p(n)-\sum_{s=0}^{n} L(n, s) g(s, K)>0 \quad \text { for } n \geqslant n_{1}
$$

From (I) for $n \geqslant n_{1}$ we obtain

$$
\begin{aligned}
\Delta x(n) & =p(n)-\sum_{s=0}^{n} L(n, s) g(s, x(s)) \\
& \geqslant p(n)-\sum_{s=0}^{n} L(n, s) g(s, K)>0
\end{aligned}
$$

Hence $\{x(n)\}$ is monotonic increasing and consequently $\{x(n)\}$ is nonoscillatory.

Theorem 2.8. Assume that $x g(n, x)>0$ for $x \neq 0$ and let $L(n, s)$ satisfy condition (ii). Further assume that

$$
\sum_{s=0}^{n} p(s) \quad \text { and } \quad \sum_{s=n_{1}}^{n} \sum_{l=0}^{n_{1}} L(s, l)
$$

are bounded. Then all unbounded solutions of (I) are oscillatory.
Proof. Let $\{x(n)\}$ be an unbounded solutions of (I) on $\mathbb{N}_{0}$. Let $\{x(n)\}$ be nonoscillatory. So it is ultimately positive or ultimately negative. Let $\{x(n)\}$ be ultimately positive.

So there exists an $n_{1} \in \mathbb{N}$ such that $x(n)>0$ for $n \geqslant n_{1}$.

For $n \geqslant n_{1}$ we have by (I)

$$
\begin{aligned}
\Delta x(n) & =p(n)-\sum_{s=0}^{n_{1}-1} L(n, s) g(s, x(s))-\sum_{s=n_{1}}^{n} L(n, s) g(s, x(s)) \\
& \leqslant p(n)+M \sum_{s=0}^{n_{1}-1} L(n, s)
\end{aligned}
$$

where $M=\sup _{0 \leqslant n \leqslant n_{1}-1}|g(n, x(n))|$.
So, for $n \geqslant n_{1}$ we obtain

$$
0<x(n+1) \leqslant x\left(n_{1}\right)+\sum_{s=n_{1}}^{n} p(s)+M \sum_{s=n_{1}}^{n} \sum_{s=0}^{n_{1}-1} L(n, s) .
$$

Hence $\{x(n)\}$ is bounded, a contradiction. Analogously for $\{x(n)\}$ ultimately negative. Thus the theorem is proved.

Theorem 2.9. Let $0<x_{1} \leqslant x_{2}$ imply that $g\left(n, x_{1}\right) \leqslant g\left(n, x_{2}\right)$ for each fixed $n \in \mathbb{N}_{0}$, let $g(n,-x)=-g(n, x)$, and let $L(n, s)$ satisfy condition (ii). Further assume that

$$
\sum_{s=0}^{n} p(n) \text { and } \sum_{s=n_{1}}^{n} \sum_{l=0}^{n_{1}-1} L(s, l)
$$

are bounded.
If $\lim _{n \rightarrow \infty} \sum_{s=n_{1}}^{n} \sum_{l=n_{1}}^{s} L(s, l) g(l, \lambda)=\infty$ for $\lambda>0$, then there are no nontrivial bounded solutions.

Proof. Let $\{x(n)\}$ be a nonoscillatory solution of (I) on $\mathbb{N}_{0}$ that is bounded away from zero as $n \rightarrow \infty$. So there exist an $n_{0} \in \mathbb{N}$ and $\varepsilon>0$ such that for $n \geqslant n_{0}$ we have $|x(n)| \geqslant \varepsilon$. Let $\{x(n)\}$ be ultimately positive; then there exists an $n_{1}>n_{0}$ such that $x(n)>0$ for $n \geqslant n_{1}$. Hence $x(n) \geqslant \varepsilon$ for $n \geqslant n_{1}$. Now for $n \geqslant n_{1}$ we have

$$
\begin{aligned}
\Delta x(n) & =p(n)-\sum_{s=0}^{n_{1}-1} L(n, s) g(s, x(s))-\sum_{s=n_{1}}^{n} L(n, s) g(s, x(s)) \\
& \leqslant p(n)+M \sum_{s=0}^{n_{1}-1} L(n, s)-\sum_{s=n_{1}}^{n} L(n, s) g(s, \varepsilon)
\end{aligned}
$$

where $M=\sup _{0 \leqslant s \leqslant n_{1}-1}|g(s, x(s))|$.

Hence

$$
\begin{aligned}
x(n+1) \leqslant & x\left(n_{1}\right)+\sum_{s=n_{1}}^{n} p(s)+M \sum_{s=n_{1}}^{n} \sum_{l=0}^{n_{1}-1} L(s, l) \\
& -\sum_{s=n_{1}}^{n} \sum_{l=n_{1}}^{s} L(s, l) g(l, \varepsilon) .
\end{aligned}
$$

It is easy to see that $0 \leqslant \limsup _{n \rightarrow \infty} x(n+1)<0$, a contradiction. The proof of the case $x(n)<0$ for $n \geqslant n_{1}>n_{0}$ is similar. The theorem is proved.

Theorem 2.10. Let $g(n, x)$ be monotonic increasing in $x$ for fixed $n$. Let $L(n, s)$ satisfy condition (ii). Let

$$
\sum_{s=n_{0}}^{n} \sum_{l=0}^{n_{0}-1} L(s, l), \quad \sum_{s=n_{0}}^{n} \sum_{l=n_{0}}^{s} L(s, l) g(l, \lambda)
$$

be bounded for $n_{0} \in \mathbb{N}$ and $\lambda>0$.
If $\lim _{n \rightarrow \infty} \sum_{s=0}^{n} p(s)=\infty$, then no oscillatory solution of (I) such that the set $\{n \in$ $\mathbb{N}: x(n)=0\}$ is unbounded, goes to zero as $n \rightarrow \infty$.

Proof. Let $\{x(n)\}$ be an oscillatory solution of (I) on $\mathbb{N}_{0}$ such that the set $\{n \in \mathbb{N}: x(n)=0\}$ is unbounded. Let $\lim _{n \rightarrow \infty} x(n)=0$. So for every $\varepsilon>0$ there exists an $n_{0} \in \mathbb{N}$ such that $|x(n)|<\varepsilon$ for $n \geqslant n_{0}$.

Let $m_{n} \in \mathbb{N}$ be a sequence of zeros of $\{x(n)\}$ such that $m_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Choose $n$ large enough so that $m_{n}>n_{0}$. From (I) we get for $n \geqslant n_{0}$

$$
\begin{aligned}
\Delta x(n) & =p(n)-\sum_{s=0}^{n} L(n, s) g(s, x(s)) \\
& =p(n)-\sum_{s=0}^{n_{0}-1} L(n, s) g(s, x(s))-\sum_{s=n_{0}}^{n} L(n, s) g(s, x(s))
\end{aligned}
$$

so

$$
\begin{aligned}
x(n+1) \geqslant & x\left(n_{0}\right)+\sum_{s=n_{0}}^{n} p(s)-M \sum_{s=n_{0}}^{n} \sum_{l=0}^{n_{0}-1} L(s, l) \\
& -\sum_{s=n_{0}}^{n} \sum_{l=n_{0}}^{s} L(s, l) g(s, \varepsilon)
\end{aligned}
$$

where $M=\sup _{0 \leqslant s \leqslant n_{0}-1}|g(s, x(s))|$. Hence

$$
\begin{aligned}
x\left(m_{n}\right) \geqslant & x\left(n_{0}\right)+\sum_{s=n_{0}}^{m_{n}-1} p(s)-M \sum_{s=n_{0}}^{m_{n}-1} \sum_{l=0}^{n_{0}-1} l(s, l) \\
& -\sum_{s=n_{0}}^{m_{n}-1} \sum_{l=0}^{s} L(s, l) g(s, \varepsilon),
\end{aligned}
$$

that is

$$
\sum_{s=n_{0}}^{m_{n}-1} p(s) \leqslant M \sum_{s=n_{0}}^{m_{n}-1} \sum_{l=0}^{n_{0}-1} L(s, l)+\sum_{s=n_{0}}^{m_{n}-1} \sum_{l=0}^{s} L(s, l) g(s, \varepsilon)-x\left(n_{0}\right)
$$

Consequently $\lim _{n \rightarrow \infty} \sum_{s=n_{0}}^{m_{n}-1} p(s)<\infty$, a contradiction. This completes the proof of the theorem.

## 3. Main results

Proposition [7]. Suppose that there exist $A(n), a_{0}(n), a_{1}(n), a_{2}(n), B(n)$, $a_{2}(n) \neq 0, A(n) \neq 1$ for $n \geqslant n_{0} \geqslant 0$. Moreover, suppose that there exists a solution $\{y(n)\}$ of the equation

$$
\begin{equation*}
y(n)=f(n)+\sum_{s=n_{0}}^{n-1} K(n, s) y(s) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{align*}
f(n) & =c+\frac{c_{1}}{g(n)}+\frac{1}{g(n)} \sum_{s=n_{0}}^{n-1} B(s) \Delta g(s), \\
g(n) & =\prod_{s=n_{0}}^{n-1}\left(1+\frac{1}{A(s)-1}\right), \\
K(n, s) & =\frac{\Delta g(s)}{g(n)} \varphi(s)-\psi(s)  \tag{3.2}\\
\varphi(n) & =A(n)\left(\psi(n)-\frac{a_{1}(n-1)}{a_{2}(n-1)}\right)+1+\Delta A(n-1), \\
\psi(n) & =\Delta^{2} A(n-1)+A(n+1) \frac{a_{0}(n)}{a_{2}(n)}-\Delta\left(A(n) \frac{a_{1}(n-1)}{a_{2}(n-1)}\right)
\end{align*}
$$

$c, c_{1}=$ const.

Then $\{y(n)\}$ satisfies the difference equation

$$
\begin{equation*}
a_{2}(n) \Delta^{2} y(n)+a_{1}(n) \Delta y(n)+a_{0}(n) y(n)=b(n), \quad b(n)=\frac{a_{2}(n) \Delta B(n)}{A(n+1)} . \tag{3.3}
\end{equation*}
$$

Theorem 3.1. Suppose that
$1^{\circ} K(n, s)$ satisfies condition (ii),
$2^{\circ} K(n, s)$ is nonincreasing in $n \in \mathbb{N}$ for every $s \in \mathbb{N}$,
$3^{\circ} \limsup _{n \rightarrow \infty} Q(n)<\infty, Q(n)=\max _{n_{0} \leqslant s \leqslant n}|f(s)|$,
$4^{\circ} \underset{n \rightarrow \infty}{\limsup } \sum_{s=n_{0}}^{n-1} K(s, s)<\infty$.
Then the difference equation (3.3) has unbounded oscillatory solutions.
Proof. See Theorem 2.4 and Proposition.
Theorem 3.2. Suppose that
$1^{\circ} K(n, s)$ satisfies conditions $1^{\circ}, 2^{\circ}$ of Theorem 3.1,
$2^{\circ} \limsup _{n \rightarrow \infty} \sum_{s=n_{0}}^{n-1} K(s, s)<\infty$,
$3^{\circ} \limsup _{n \rightarrow \infty} f(n)=\infty, \liminf _{n \rightarrow \infty} f(n)=-\infty$.
Then the difference equation (3.3) has bounded oscillatory solutions.
Proof. See Theorem 2.5 and Proposition.
Now we consider the equation

$$
\begin{equation*}
\Delta^{2} x(n)-a(n) x(n+1)=0 \tag{3.4}
\end{equation*}
$$

$n \in \mathbb{N},\{a(n)\}$ is a sequence defined for $n \in \mathbb{N}, a(n) \neq 0$ for all $n \in \mathbb{N}$. We shall prove a theorem about asymptotic properties of solutions of equation (3.4). In the proof of this theorem we shall use theorems from this part of the paper and the following theorem.

Theorem 3.3 [7]. Suppose that
$1^{\circ}$ there exist functions $A, a_{2}, a_{1}, a_{0}, b$ for $n \geqslant n_{0}$,
$2^{\circ} A(n)>1, a_{2}(n) \neq 0$ for $n \geqslant n_{0}$,
$3^{\circ} \sum_{n=n_{0}}^{\infty} 1 / A(n)=\infty$,
$4^{\circ} \lim _{n \rightarrow \infty} \varphi(n)=0$,
$5^{\circ} \sum_{n=n_{0}}^{\infty} A(n+1) b(n) / a_{2}(n)=s \quad(|s|<\infty)$,
$6^{\circ} \sum_{n=n_{0}}^{\infty}|\psi(n)|<\infty$
where $\varphi, \psi$ are defined in part III (3.2). Then there exists a solution $\{y(n)\}$ of difference equation (3.3) such that $\lim _{n \rightarrow \infty} y(n)=1$.

In equation (3.4) we represent the function $x(n)$ in the form

$$
x_{k}(n)=\frac{a^{-\frac{1}{4}}(n)}{\prod_{s=0}^{n-2}\left(1+\varepsilon_{k} a^{\frac{1}{2}}(n-s)\right)} y(n)
$$

where $a(n)>0$ for $n \in \mathbb{N}, \varepsilon_{k}=\mathrm{e}^{k \pi \mathrm{i}}, k=1,2, a(n) \neq 1$, and we obtain the difference equation

$$
\begin{equation*}
a_{2}(n) \Delta^{2} y(n)+a_{1}(n) \Delta y(n)+a_{0}(n) y(n)=0 \tag{3.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{2}(n)=a^{-\frac{1}{4}}(n+1), \\
& a_{1}(n)=2 a^{-\frac{1}{4}}(n+2)-(2+a(n)) a^{-\frac{1}{4}}(n+1)\left(1+\varepsilon_{k} a^{\frac{1}{2}}(n+2)\right), \\
& a_{0}(n)=\left(1+\varepsilon_{k} a^{\frac{1}{2}}(n+2)\right)\left[a^{-\frac{1}{4}}(n)\left(1+\varepsilon_{k} a^{\frac{1}{2}}(n+1)\right)-(2+a(n)) a^{-\frac{1}{4}}(n+1)\right] .
\end{aligned}
$$

Theorem 3.4. Suppose that
$1^{\circ} A, a_{2}, a_{1}, a_{0}$ are defined for $n \geqslant n_{0} \geqslant 0, A(n)>1, A(n+1)=a_{2}(n), b(n)=0$, $2^{\circ} \sum_{n=n_{0}}^{\infty} 1 / a_{2}(n-1)=\infty$,
$3^{\circ} \sum_{n=n_{0}}^{\infty}|\psi(n)|<\infty, \psi(n)=\Delta^{2} a_{2}(n-2)+a_{0}(n)-\Delta a_{1}(n-1)$,
$4^{\circ} \lim _{n \rightarrow \infty} \varphi(n)=0, \varphi(n)=a_{2}(n-1) \psi(n)-a_{1}(n+1)+1+\Delta a_{2}(n-2)$.
Then the difference equation (3.4) has for $n \geqslant n_{0} \geqslant 0$ solutions $\left\{x_{1}(n)\right\}$ and $\left\{x_{2}(n)\right\}$ such that

$$
x_{k}(n) \sim \frac{a^{-\frac{1}{4}}(n)}{\prod_{s=0}^{n-2}\left(1+\varepsilon_{k} a^{\frac{1}{2}}(n-s)\right)}, \quad k=1,2 .
$$

Proof. By Theorem 3.3 we obtain under our hypotheses that the difference equation (3.5) has for $n \geqslant n_{0} \geqslant 0$ a solution $\{y(n)\}$ such that

$$
\lim y(n)=1 \quad \text { as } n \rightarrow \infty .
$$

Then the functions

$$
x_{k}(n)=\frac{a^{-\frac{1}{4}}(n)}{\prod_{s=0}^{n-2}\left(1+\varepsilon_{k} a^{\frac{1}{2}}(n-s)\right)} y(n)
$$

for $k=1,2$ satisfy difference equation (3.4) and we have

$$
x_{k}(n) \sim \frac{a^{-\frac{1}{4}}(n)}{\prod_{s=0}^{n-2}\left(1+\varepsilon_{k} a^{\frac{1}{2}}(n-s)\right)} \text { as } n \rightarrow \infty
$$

The proof is complete.
One of the most effective techniques to study (3.4) is to make the change of variables

$$
x(n)=2\left(-\frac{1}{2}\right)^{n+1} \prod_{s=n_{0}}^{n-2}(2+a(s)) y(n), \quad n_{0} \geqslant 0
$$

Then (3.4) is transformed to

$$
a_{2}(n) \Delta^{2} y(n)+a_{1}(n) \Delta y(n)+a_{0}(n) y(n)=0
$$

where

$$
\begin{aligned}
& a_{2}(n)=(2+a(n))(2+a(n-1)) \\
& a_{1}(n)=4(2+a(n))(2+a(n-1)) \\
& a_{0}(n)=4+3(2+a(n))(2+a(n-1)) .
\end{aligned}
$$

Theorem 3.5. Suppose that
$1^{\circ}$ the assumptions of Theorem 3.4 are satisfied, $2^{\circ} a(n) \geqslant-1$ for $n \geqslant n_{0}$.
Then the difference equation (3.4) has for $n \geqslant n_{0}$ a solution $\left\{x_{1}(n)\right\}$ such that

$$
x_{1}(n) \sim 2\left(-\frac{1}{2}\right)^{n+1} \prod_{s=n_{0}}^{n-2}(2+a(s)) \quad \text { for } \quad n \rightarrow \infty
$$

If in addition we have
(i) $\sum_{n=n_{0}}^{\infty}(1+a(n))<\infty$,
(ii) $\lim _{n \rightarrow \infty}\left(-\frac{1}{2}\right)^{-2 n} \prod_{s=n_{0}}^{n-2}(2+a(s))^{-2}=\infty$ then there exists a solution $\left\{x_{2}(n)\right\}$ of equation (3.4) such that

$$
x_{2}(n) \sim \frac{1}{2\left(-\frac{1}{2}\right)^{n+1} \prod_{s=n_{0}}^{n-2}(2+a(s))} \text { for } n \rightarrow \infty
$$

Proof. The proof of the first part of Theorem 3.5 is analogous to the proof of Theorem 3.4, where $x_{1}(n)=2\left(-\frac{1}{2}\right)^{n+1} \prod_{s=n_{0}}^{n-2}(2+a(s)) y(n)$. We shall prove part two.

The function

$$
x_{2}(n)=\frac{3}{2} x_{1}(n) \sum_{s=n}^{\infty} \frac{1}{x_{1}(s) x_{1}(s+1)}
$$

is for $n \geqslant n_{0}$ the solution of the difference equation (3.4) for which

$$
x_{2}(n) \Delta x_{1}(n)-x_{1}(n) \Delta x_{2}(n) \neq 0 .
$$

Then

$$
\begin{gathered}
\frac{x_{2}(n)}{2^{-1}\left(-\frac{1}{2}\right)^{-n-1} \prod_{s=n_{0}}^{n-2}(2+a(s))^{-1}}=\frac{\frac{3}{2} x_{1}(n) \sum_{s=n}^{\infty} 1 / x_{1}(s) x_{1}(s+1)}{2^{-1}\left(-\frac{1}{2}\right)^{-n-1} \prod_{s=n_{0}}^{n-2}(2+a(s))^{-1}} \\
\sim \frac{\frac{3}{2} 2\left(-\frac{1}{2}\right)^{n+1} \prod_{s=n_{0}}^{n-2}(2+a(s)) \sum_{s=n}^{\infty} 1 / x_{1}(s) x_{1}(s+1)}{2^{-1}\left(-\frac{1}{2}\right)^{-n-1} \prod_{s=n_{0}}^{n-2}(2+a(s))^{-1}} \\
\sim \frac{\frac{3}{2} \sum_{s=n}^{\infty} 1 / x_{1}(s) x_{1}(s+1)}{\left(-\frac{1}{2}\right)^{-2 n} \prod_{s=n_{0}}^{n-2}(2+a(s))^{-2}} \text { for } n \rightarrow \infty .
\end{gathered}
$$

Theorem A [6]. Let $\left\{s_{n}\right\},\left\{a_{n}\right\},\left\{b_{n}\right\}$ be given sequences. The hypothesis $\lim _{n \rightarrow \infty} s_{n}=s$ implies $\lim _{n \rightarrow \infty}\left(a_{n} / b_{n}\right)=s$ if
1a) $\left|b_{n}\right| \rightarrow \infty$ and $\sum_{s=0}^{n-1}\left|\Delta b_{s}\right| \leqslant K\left|b_{n}\right|$ or
1b) $a_{n} \rightarrow 0, b_{n} \rightarrow 0, b_{n} \neq 0$ for infinitely many indices $n$ and $\sum_{s=n}^{\infty}\left|\Delta b_{s}\right| \leqslant K\left|b_{n}\right|$
(where the constant $K$ does not depend on $n$ ),
2) $\Delta a_{n}=s_{n} \Delta b_{n}$.

Now the assumption of Theorem 3.5 and Theorem A imply that

$$
\lim _{n \rightarrow \infty} \frac{\frac{3}{2} \sum_{s=n}^{\infty} 1 / x_{1}(s) x_{1}(s+1)}{\left(-\frac{1}{2}\right)^{-2 n} \prod_{s=n_{0}}^{n-2}(2+a(s))^{-2}}=3 \cdot \lim _{n \rightarrow \infty} \frac{(2+a(n-1))}{[-a(n-1)(4+a(n-1))]}=1
$$

and

$$
x_{2}(n) \sim \frac{1}{2\left(-\frac{1}{2}\right)^{n+1} \prod_{s=n_{0}}^{n-2}(2+a(s))} \text { for } n \rightarrow \infty
$$

hence the proof is complete.

## References

[1] A. P. Agarwal: Difference Equations and Inequalities. Marcel Dekker, New York, 1992.
[2] A. P. Agarwal, P. I. Y. Wong: Advanced Topics in Difference Equations. Kluwer, Dordrecht, 1997.
[3] A.P. Agarwal, A. Domoshnitsky: Nonoscillation of the first order differential equations with unbounded memory for stabilization by control signal. Appl. Math. Comput. 173 (2006), 177-195.
[4] A. Domoshnitsky, M. Drakhlin, I. P. Stavroulakis: Distribution of zeros of integrofunctional equations. Math. Comput. Modelling 42 (2005), 193-205.
[5] J. R. Graef, E. Thandapani: Oscillatory behavior of solutions of Volterra summation equations. Appl. Math. Lett. 12 (1999), 79-84.
[6] J. Morchato: Asymptotic properties of solutions of discrete Volterra equations. Math. Slovaca 52 (2002), 47-56.
[7] J. Morchato, A. Szmanda: Asymptotic properties of solutions of some Volterra difference equations and second-order difference equations. Nonlinear Anal. 63 (2005), 801-811.
[8] Z. Polniakowski: Polynomial Hausdorff transformations. Annales Polonici Mathematici 5 (1958), 1-24.
[9] E. Thandapani, B. S. Lalli: Asymptotic behavior and oscillations of difference equations of Volterra type. Appl. Math. Lett. 7 (1994), 89-93.
[10] E. Thandapani, K. Ravi: On the oscillation of Volterra summation equations. Math. Bohem. 126 (2001), 41-52.

Author's address: Jarostaw Morchato, Poznań University of Technology, Institute of Mathematics, ul. Piotrovo 3a, 60-965 Poznań, Poland, e-mail: jaroslaw.morchalo@put. poznan.pl.

