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ABSTRACT. The problem of consistent choice in a finite disjoint system of non­
empty sets is considered. Any pair of chosen elements has to fulfil a given binary 
relation of consistency. The width of the system is the maximal cardinality of its 
members. The consistent choice problem is iVP-complete for width > 2. 

A connection between the consistent choice of width 2 and partially ordered 
sets with a unary operation of duality is described. Two 0(n2) algorithms for 
solving the consistent choice of width 2 are proposed on the base of the above 
connection. A condition is given under which the algorithms work also for the 
width > 2. 

1. Introduction 

In the real life as well as in t h e theoret ical research, we often meet the problem 
of consistent choice. T h e consistent choice corresponds to the s i tuat ion when a 
s imul taneous choice from a disjoint system of non-empty sets is to be performed, 
and all the chosen elements have to be pairwise compat ib le with respect to a 
given binary symmetr ic relation of consistency. 

The notion of consistent choice was considered in [2|. The connection of the 
consistent choice with the problem of satisfiability was described, and the compu-
tat ional complexity of consistent choice was evaluated. Depending on the width 
/// of the given system of sets, the problem of consistent choice from n sets is 
solvable in polynomial t ime O(-nr) for m = 2, and it is TVP-complel:e for in, > 2. 
The consistent choice was used for solving the problem of balanced location on 

A MS S u b j e c t C l a s s i f i c a t i o n (19.) 1): Primary 06A06, 031315; Secondary (iSQir,. 
Key w o r d s : partial order, polynomial algorithm, A rP-completeness. 
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MARTIN GAVALEC 

a graph in [3]. An equivalent problem of compatible representatives was studied 
by K n u t h and R a g u n a t h a n in [4]. 

In this paper, a special duality operation on partially ordered sets and di­
rected graphs is introduced. A relation of the partial order with duality to the 
problem of consistent choice is shown, and efficient algorithms for finding a so­
lution of consistent choice are described. The algorithms work for m — 2 and 
under special conditions also for m > 2. 

2. Consis tent choice p rob lem 

We shall formulate the ideas from the previous section in the formal mathe­
matical language. For simpler notation of index sets we shall use the convention 
by which any natural number n is considered as the set of all smaller natural 
numbers, i.e., n — {0, 1,. . . , n — 1}. 

The problem of consistent choice can be formulated as follows. 

DEFINITION 1. Let M — (Mi\ i E n) be a finite pairwise disjoint; system 
of non-empty sets, let M = | J (M-; i E n), and let P be a symmetric binary 
relation on M. Then the pair (M,P) is called a consistency system. 

DEFINITION 2. Let (M, P) be a consistency system, let 71/ = \J M. A subset 
C C M is called a consistent choice in (M, P) if 

(v;en)|M. n c | = 1, (1) 
(Vx,yeC)(x,y)eP. (2) 

R e m a r k . Equation (2) implies that (x,x) E P holds true for any x E C. This 
does not mean that the relation P must necessarily be reflexive. Of course, 
if (.x',x) $_ P for some x E M, then this particular element x must not be 
contained in any consistent choice C in (M,P). 

DEFINITION 3. Consistent Choice Problem (abbr. CC): 
Oiven a consistency system (MLP). is there a consistent choice in („V|, P)'! 

The consistent choice problem is a special case of the problem of compatible 
representatives formulated by K n u t li and R a g u n a t li a n in j li. 

DEFINITION 4. Problem of Compatible Representatives (abbr. C/7): 
Oiven a system of non-empty sets M ~- [M-: i E //) and a binar\ relation 
; on \: j I EL'' , ' >; : i- •'lici'f ;.: s\'stc-:n oi COIHIKI E f)j< • t -,-j )r^scnt al ! \ ' c - :' 



PARTIAL ORDER WITH DUALITY AND CONSISTENT CHOICE PROBLEM 

Clearly, the problem C C is a special case of CR, for disjoint se ts Mi, i G n, 
and for a symme t r ic rela t ion P. Under these condi t ions, there is no subs tan t i a l 
difference be tween a sys tem of P -compa t i b l e represen ta t ives X = (xi ; i G n) 
and a P-consis ten t choice C. The following theorem shows that, on the o ther 
hand, the problem C R can be transformed to CC, and therefore, bo th problems 
are equivalen t . 

THEOREM 1. Let M. = (Mi; i G n) be a system of non-empty sets, and let 

P be a binary relation on M =\](Mi] i G n). If the system M and the binary 

relation P are defined by the conditions: for any i,j G n and x , y G M 

M = ( Mi ; i G n) , (x, i) G Mi <=-> x G M•, 

({x,i),(yJ))eP <=^ (i< j , (x,y)eP)\/(j<i, (y, x) G P ) V (i = j , x = H), 

Men (A1, P ) is a yes instance of CR if and only if (A4 , P ) is a yes instance of 
CC 

P r o o f . It is easy to verify that any X = (xi; i G n) is a sys tem of 

compa t ib le represen ta t ives in ( j \A ,P) if and only if X = { ( x , i ) ; i G n } is a 

consis ten t choice in ( y V f , P ) . • 

The compu ta t iona l complexi ty of CC depends on the cardinali ty of sets Mi 

in A4 . Let us deno te 
wid th M = max | M J . 

i G n 

DEFIN IT ION 5. For na tura l m , Consistent m-Choice Problem (abbr. CC7n) 

is the problem CC wi th the addi t ional condi t ion 

wid th J\A = m . 

R e m a r k . For any ins tance (JVA,P) of the problem CC we may assume, wi th­
out loss of generality, that |7\P| = m for any i G n. If it is no t the case, 
we can formally ex tend the set Mj by sufficiently many elemen ts x such that 

(./'../•) (f_ P. This ex tension has no effect on the solvability of (yVf.P) . 

It was proved in [2] that the well-known problem of m-SatisJiability for 

conjunctive boolean formulas polvnoniially transforms to CCfn . By C o o k ' s 

theorem [1 . in-Satisfiability is Ar 7'-complete for in > 2. rVh(jrefor(\ C(1
/ / ; is 

Y / ' -complete for in > 2, as well. 

On the other hand, the problem C C , polynomially 0(n~) transforms to the 

l>rol)lem of 2-Satisjiability, and as a consequence, the problem C C , is solvable 

iii polynomial t ime O(ir). 

Another formulation of the problem can be found in Section 'A. The problem 

('( ' . , is presented in the language of direc ted graphs with a duali ty opera t ion. 
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In Section 4, we show t h a t the problem C C 2 is equivalent to the problem of 

finding a maximal filter in a par t ia l ordered set wi th a dual i ty operat ion. 

T h e above equivalency directly induces two algori thms for C C 2 , which are 
described in Section 5. The first a lgori thm works wi th the t ransi t ive and reflex­
ive closure of the relation P , the second one uses the backtracking me thod of 
dep th 1. Bo th a lgori thms are of complexity 0(n2). 

3. Di rec t ed graphs wi th dual i ty 

Solving the problem C C 2 in a consistency system (JVf.P), we shall assume, 
in accordance wi th the remark after Definition 5, t h a t |M..J = 2 holds t rue for 
any i G n. This specific s i tuat ion can be al ternatively described by a unary 
opera t ion / : x —> x such t ha t any My is of the form M- = {.r.T} for some 

x e M. 
If C is a consistent choice in (yVl ,P) , then condit ion (1) can be replaced by 

the following condit ion (3). For any x G M , 

xeC ^ = > x £ C. (3) 

The consistency relation P induces some implications between the elements 

of M. Namely, if for some x.y G A/ , 

(x,y) $ P U) 

is t rue , then the elements x , y cannot be contained simultaneously in C. Thus , 

as a consequence of (3), condition (4) induces the following two implications: 

x G C = > y G C , 
_ ( 5 i 

y e C = > x e C. 

The implications expressed in (5) can be coded by a binary relation A on 
A/. We define the relation A a^ follows. For x,y G M we put 

(x,y) eA<=^ (x,y) £P, 

(y,x) G A 4 = ^ (x,y) £P. 

It follows from the symmetry of P t h a t bo th formulas in (6) are equivalent. 

Slightly modifying the nota t ion , we get the dual i ty condit ion for the rela­

tion A: for any x, y G A/ , 

(x,y) G A < = > (y,x) G A. (7) 

If the relation P is reflexive, then for any x' G M, 

( x , x ) ^ A . (8) 

330 



PARTIAL ORDER WITH DUALITY AND CONSISTENT CHOICE PROBLEM 

Finally , if C is a consis ten t choice in (JVl,P) , then, by (3) and (5), condi­
tion (2) can be replaced by condi t ion (9). For any x,?/ G Af, 

( X G C , (x,y)eA) = > yeC. (9) 

The above considera t ions are summar ized by the nex t two definitions . 

D E F I N I T I O N 6. A digraph with duality is a triple ( M , A, f) such that 

(i) (A1, A) is a d igraph wi th the ver tex set M and the arrow set A , 

(ii) / : x —> x is a unary opera t ion on Af, 
(iii) (VxGAf) [x / x, f == x] , 

(iv) (Vx,HGAf)[(x,H) G A ^ = > (y,x)eA\. 

D E F I N I T I O N 7. A consistent choice in (Af, A, f) is a subse t C C M such that 

(i) (VxGAf) [ x G C 4 = ^ x ^ C ] , 

(ii) (Vx,HGAf) [(x G C, (x,H) G A) => y £ C] . 

Our considera t ions show that the triple ( M , A, / ) and the consis ten t choice 
C in (./V(,P) satisfy the following theorem. 

T H E O R E M 2. Let (AA, P ) be a consistency system of width 2 , let f be the 

corresponding unary operation on M, and let the relation A be defined by (6). 
Then the triple (A/, A , / ) is a digraph with duality, and any subset C C M is a 

consistent choice in (JV1, P ) i / and On/H i/ C is a consistent choice in (Af, A, / ) . 

Special cases of the digraphs wi th duali ty are analysed in the nex t section. 

4. Partial order with duality 

A consis ten t choice in a d igraph wi th duali ty (Af, A, / ) can be found qui te 

easily if the rela t ion A has some special proper t ies . T h e simples t case is the 

s i tua t ion when the rela t ion A is reflexive, transitive and an t i symme t r ic , i.e., 

when A is a par t ia l order on M. 

D E F I N I T I O N 8. A partial order with duality is a triple (Af, A, / ) , such that 

(i) (Af, A, / ) is a d igraph wi th duality , 

(ii) A is a par t ia l order on Af. 

D E F I N I T I O N 9 . Le t (Af, A, / ) be a par t ia l order wi th duality . A subse t F C M 
is called a filter in (Af, A, / ) if, in the no ta t ion F = {x ; x G F}, the following 
condi t ions are fulfilled: 

(i) F n F = 0, 
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(ii) F is upward closed, i.e., 

(Vx, HEM) [(x £ F , (x, y) G A) = > y G F ] . 

T h e filter F is a maximal filter in (M, A, / ) , if moreover, 

(iii) F u F = M. 

T H E O R E M 3 . Let (M, A, f) be a partial order with duality. A subset C C i l f it* 

a consistent choice in (M, A, / ) if and only if C is a maximal filter in (A/, -4, / ) . 

P r o o f . A straightforward verification shows t h a t condit ions 9 (i), (iii) are 

equivalent to condit ion 7 ( i ) , and condit ion 9 (ii) is equivalent to 7 (ii). • 

T h e next theorem describes a simple me thod for const ruct ing a maximal filter 
in a par t ia l order with duality . T h e me thod is based on a subsequent extending 
of a given filter and does not require any backtracking. 

T H E O R E M 4 . Let (M, A , / ) be a partial order with duality, let F be a filter in 

(AL, A, f). If x G M - ( F U F ) and (x, x) £ A, then the set Fx = F U {y G M : 

(x, y) G A } is a filter in (M, A, / ) . 

P r o o f . We have Fx = F U {y; (y ,x ) G -A} . If there exists an element 

z G FxnFx, t hen we shall dist inguish four cases: z £ F n F , z G F — F, z G F-F. 

z G 11/ — ( F U F ) . The first case is in contradict ion with condit ion 9 (i). In the 

second case, we have z G F , (z,x) G A, which implies x £ F. Similarly, in 

the th i rd case, we obta in x G F . Thus , bo th cases are in contradic t ion with the 

assumpt ion x G M — ( F U F ) . In the last case, we have (x, z).(z,x) G A and, by 

the t ransi t iv i ty of A , ( x , x ) G A. This is in contradict ion wi th the assumpt ion 

(x, x) £ A. Therefore, Fx D Fx = 0 holds t rue . T h e upward closeness of F r is 

evident . • 

T H E O R E M 5. / / (A/, A , / ) is a partial order with duality, then any filter F m 

(AL A, / ) can be extended to a maximal filter in (AL A, / ) . 

COROLLARY. Any partial order with duality is a yes instance of CC2. 

P r o o f o f T h e o r e m V Let F be a filter in (AI.A.f). If F is not a 
maximal filter, then there is an element x G M — ( F U F ) . It ( x .x ) J .V 
then F can be extended to F f i . If ( x ,x ) G A. then, by the ant i svmmetrv V A. 

the assumpt ion (x.x) G A would imply x —• x . which is in contradict ion with 
Definition 5 (iii). Thus , if (x.7r) C- V then (x.x) (/ .4 must hold trim, and the 
filter F can be (extended to F . The process of extending will continue until ; 
maxima l filter is obt ainod. 

Definition .). and Theorems .> and 1 can be- applied also in I he >\\ um a >u whei. 
the relation .4. is reflexive and transit ive, hut not necessarily nut isymmei HC. h 
t his case, the method described in 1 heorems V 1 and •"> can he used with a >mah 
change. Theorem 5 will be modified in the following way. 

: ^ 2 
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T H E O R E M 6. Let (A/, A1 f) be a digraph with duality, and let the relation A be 
reflexive and transitive. If there is an element x G M such that (x, x ) , (:c, x) (E A, 
then there is no consistent choice in (A/, A, / ) . / / such an element x £ A/ does 
not exist, then any filter in (A/, A, f) can be extended to a maximal filter. 

P r o o f . Clearly, if (x, x ) , (x, x) G A, then no consis ten t choice exis ts. Fur­

ther , the an t i symme t ry of A was used in the proof of Theorem 5 only a t one 

place, to exclude the s i tua t ion when ( x , x ) , ( x , x) G A. T h e rest of the proof 

remains wi thou t change. • 

T h e general s i tua t ion, when the d igraph wi th duali ty (A/, A, / ) has no special 
proper t ies , can be solved using the transitive and reflexive closure. T h e transitive 
and reflexive closure Q of the rela t ion A consists of all loops and of all finite 
composi t ions of arrows from A , i.e., for any x,H G A/ , 

Or, i/) eQ ^=> (x = y) 

V (3x0,..., xkeM) [x = x0, y = xk, (VzGk) (xvxi+1) E A] . 

(10) 
It is eviden t that Q is a reflexive and transitive rela t ion wi th the proper ty : for 
any .r, y £ M, 

(x,y)eQ <=* (y,x)eQ. (ll) 

Moreover, if C is a consistent choice in (M,A,f), t hen for any x,y e M, 

(xeC, (x,y)eQ) => yeC. (12) 

A solu t ion of a general case is described by Theorem 6 and by the following 
theorem. 

T H E O R E M 7. Let (71/, A, f) be a digraph with duality, let Q be the transitive 

and reflexive closure of A. A subset C C A/ is a consistent choice in (M,A,f) 

if and only if C is a maximal filter in (A/, Q, / ) . 

P r o o f. The asser t ion of the theorem immedia tely follows from (11), (12). 

• 

5. Algor i thms for consistent choice of w id th 2 

In this section, we describe two ()(n ) a lgor i thms for solving the problem 
( V . , . The first a lgori thm concerns the reflexive and transitive4 c igraphs with 
duality, the second one4 :.s used in a general s i tua t ion. The algori thms arc4 based 
!>n '! henrei'is o and 7 of the nrevious section, with, certain modii ica t ions in ll)'5 
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ALGORITHM Ax : 

Consistent Choice in Reflexive and Transitive Digraphs with Duality 

I n p u t : A digraph with duali ty (M,A,f), where A is a reflexive and t ransi t ive 

relat ion . 

O u t p u t : 

if SOL = t rue , then C is a consistent choice (i.e., a maximal filter) 

m(M,AJ), 
if SOL = false, then there is no consistent choice in (M, A, f). 

R e m a r k . We assume tha t the set M is linearly ordered, and there is a pro­
cedure m i n i ? which can find the minimal element in any non-empty subset 
R C M. The set variable R represents the subset M - (C UC) . the boolean 
variable SOL indicates the existence of a solution. 

p r o c e d u r e (input, output); 

b e g i n 

C : = 0 ; SOL:= true; R := M; 

w h i l e (R ^ 0 a n d SOL = true) d o 

x := min R; 

if (x,x) e A t h e n x := x; 

if (x,x) G A t h e n 

SOL := false; 

e l se 

for all y G R d o 

if (x.y) e A t h e n C := C U {y} ; 

e n d d o ; 

R:= M- (CUC); 

end i f ; 
e n d d o ; 

e n d . 

The main cycle of the algori thm A{ will be performed at most n t imes. 
because in any run of the main cycle, at least two elements (namely, the elements 
r. x) are taken away from R = M — (C U C ) . Yhv only exc(,[)t ion is t 1H\ cas(> 
SOL = ja/se. when A{ stops ar once. The inner cycle runs at most 2n t imes. 
rhcMv^bivv the algori thm A\ s tops in t ime ()(tr). The corrcvt IK^SS of .4, was 
proved in the previous section (Theorems 3 ()). 

11'the relation A is not reflexive and transit ive, then the algori thm .4 [ can 
\)e used in (M.(J.f), WIKM'O Q is the t ransi t ive and reflexive closure of" .1 This 
proc(^lure gi\^es t \\c correct result for (M.A.f) in view of Theorem 7. However, 
this approach is not very advantageous, as the construct ion of the t ransi t ive 

:m 
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closure is done, in general, in time 0(n2A) (by [5]). We shall apply a special 
approach to keep the computational complexity at level 0(n2). 

The algorithm AY is modified to the algorithm A2 , which constructs only the 
arrows of Q, that are actually necessary in the current computation. A2 uses 
a "depth-first search" procedure, Succ, which produces the output sequence of 
all successors of a given element x in the digraph (Af, A). Such a procedure is 
described in [6], and its computational complexity is 0 ( | M | -f \A[\ . 

We assume that the work of the procedure Succ is organized in such a way that 
the procedure creates a walk s = (s(0), s ( l ) , . . . , s(k)) in the digraph (Af, A), 
which begins at x = s(0) and which is systematically extended in order to find 
all successors of x. In accordance with [6], the created walk s uses the arcs from 
A in both directions and has the following properties: 

(TD) any arc is used for the first time in the direction of its orientation, 
(Tl) any arc is used at most once in each direction, 
(T2) any discovering arc (an arc leading to a vertex not yet visited) can be 

used in the opposite direction only when there is no other possibility, 
(T3) if an arc leads to a vertex already visited before, then, in the next step, 

the arc is used in the opposite direction. 

Each time when a new successor y is discovered, i.e., if 

y = s(k), (\flek) y ± s(l), 

then Succ stops and gives the output (s, k). The next call of the procedure Succ 
uses (s, k) as the input and produces an extension s' D s, of the length k1 > k, 
such that s'(k') is the next discovered successor of x. The search is finished 
when the walk returns to its beginning, i.e., when s(k) = x. 

Succ uses the set variable R = M — (C U C ) as the third parameter and 
restricts the search to the arrows that are in R. In this way, the total time 
consumed by all calls of Succ is bounded by 0 ( | M | -f |Y!|) = 0(n2). 

In A2, the successors of the considered element x are being compared with 
the dual element x in order to verify the condition 

(x,x)iQ. (11) 

The verification runs parallely in two dual branches, starting in x and in x. 
The search stops if one branch successfully verifies condition (11), or, if both 
branches fail. 

In the first case, the successful element x, as well as all its successors, are 
put into C. If both branches fail, the computation stops with the response SOL 
= false. 
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ALGORITHM A2: 

Consistent Choice of width 2 (general case) 

Input: A digraph with duality (A/, A, f). 
Output: 

if SOL = true, then C is a consistent choice in (1\/, A, f), 
if 5 0 / = false, then there is no consistent choice in (M, A, f). 

Remark. The algorithm uses the procedure Succ described above. The vari­
ables R, SOL have the same meaning as in the algorithm A1. The set variables 
C1 , C2 are used in two parallel branches of the computation for temporary 
keeping the discovered successors of x and a;, respectively. The boolean vari­
ables 0K1, 0K2 indicate that condition (11) or the dual condition has not been 
violated, up to the current step. The variables END1, END2 signalize that the 
"depth-first search" in the corresponding branch has come to the end. 

procedure (input, output); 
begin 

C,C1,C2 : = 0 ; SOL:= true; R := M; 
while ( i t ^ 0 and SOL = true) do 

x := m in i t ; 0KX, 0K2 := true; END1, END2 := false; 
fc1? k2 := 0; sx(0) := x; s2(0) := x ; 
while (non(END1 = true and 0KX = true) and 

non(END2 = true and 0K2 = true) and 
non(0K 1 = false and 0K2 = false)) do 

(.Sj, kx) := Succ(s1, fcj, /?) ; (s2, k2) := Succ(s2, fc2, /?) ; 
u! ^ s ^ f c j ; H2 : = 5 2 ( k 2 ) ; 
C, . ^ U f y J ; C 2 : = C 2 U { H 2 } ; 
if Hx = x then ENDl := true; 
n° y2=x then END2 := true; 
\f yx =x then 0K2 := false; 
if y2 = x then 0K2 := false; 

enddo; 
if ( OK^ = false and 0K2 = /a/se) then 

SOL := false; 
else 

if(ENDl = true and OK\ = true) then C, C2 := C, ; 
if (FNF>2 = true and OK2 = £rue) then C. C, := C, ; 

endif; 
enddo; 

end . 

M6 
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6. Algorithms for determinate consistent choice 

The algorithms proposed in the previous Section 5 are based on the duality 
operation / introduced in Section 3, for consistent choice of width 2. For their 
application to the case of width m > 2, the algorithms and the notion of duality 
must be modified. As we have mentioned in the introduction, the consistent 
choice problem is jVP-complete in the case m > 2, therefore the modified version 
will be restricted to a special case of determinate digraphs described in this 
section. The main results are presented in Theorems 10 and 12. 

The notion of duality will be modified to pseudoduality in the following way. 

DEFINITION 10. Let M = (M- ; i G n) be a finite disjoint system of non­
empty sets, let M = \^]{Mi; i G n). For any i G n , x,y G M{, x ^ H, we say 
that the element y is pseudodual to x. The set of all elements pse tidodual to x 
will be denoted by x = Mi — {x}. 

By the definition, the relation of pseudoduality is irreflexive and symmetrical. 
If width A4 = 2, then the dual element x is the only element in x, i.e., x = {x}. 
If width Ai = m > 2, then any x consists of m — 1 elements. 

The function g: x —> x represents the pseudoduality as a multivalued unary 
operation on M, in the sense of the following definition. 

DEFINITION 11 , A digraph with pseudoduality is a triple (M, A, g), such that 

(i) (M, A) is a digraph with the vertex set M and the arrow set A, 
(ii) g: x —-> x is a multivalued unary operation on M , 

(Hi) (VxtM) x £ x, 
(iv) (V-ivi/eJl/) [x G y 4=> y G x\. 

The relation A is called determinate in (M, A, a) , if moreover, 

(v) (V.r,yGA/)(VH /G<(7)(3x /Gx)[0r,y)GA =^> (i/',*') <E A] . 

DEFINITION 12. A consistent choice in (M,A,5f) is a subset C C M such 
that 

(i) (MxeM)[xeC <==> £ n c = 0], 
(ii) (V.r,/yGA/) [(x G C, (x, g) G A.) = ^ g G C] . 

DEFINITION 13. Let (M,A,g) be a digraph with pseudoduality. 

(i) An element x G M is called contradictory if 

{3y,y'eM)[y'ey, (x,y), (x,y') G A] , 

(ii) An element :r G -1/ is called strongly contradictory, if 

(3.r 'Gi) [{x,x') GA] . 
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By the no ta t ion Contr, SContr, respectively, we denote the sets of all contra­
dictory elements or strongly contradictory elements in M. The basic propert ies 
of the sets Contr, SContr are presented in the following lemma. 

LEMMA 1. Let (M,A,g) be a digraph with pseudoduality. Then the following 

implications hold true: 

(i) if the relation A is transitive, then the set Contr ^s downward closed. 

(ii) if the relation A is transitive and determinate, then Contr C SContr. 

P r o o f . 

(i) Let x,z G M, x G Contr, (z, x) G A. Then there are y, y' G M such that 

y' G y, (x,y),(x,y') G A. By the t ransi t ivi ty of A, we have (z.y).(z.y') G A. 

i.e., z G Contr. 

(ii) Let x G Contr, then there are y, y' G M, y' £ y, (x,y),{x,y') G .4. By 

Definition 11 (v), there is x' G x such t h a t (y', x') G A. By the t ransi t ivi ty of .4 . 

we get (x,x') G A, i.e., x G SContr. • 

D E F I N I T I O N 1 4 . Let (M,A,g) be a d igraph wi th pseudoduali ty. A subset 

F C M is called a pseudofilter in (M, A, O) if, in the nota t ion F — |J{.? : 

:r G F}, the following condit ions are fulfilled: 

(i) F H F = 0, 
(ii) F is upward closed, i.e., 

(Vx,yeM) [(.x G F, (x,y) e A) =* y e F] . 

The pseudofilter F is a maximal pseudo filter in (Af, AL,O) if, moreover, 

(iii) FuF = M. 

LEMMA 2 . Lei (M,A,g) be a digraph with pseudoduality, let F be a pseudofil­

ter in (M,A,g). If the relation A is determinate, then F is downward closed, 

i.e., 

(Vz,HGM) \(y G F, (z,y) e A) = > z G F] . 

P r o o f . Let y G F, (z.y) G A. Then , by the definition of F and by the 

symmet ry of pseudoduali ty, there is y' G F such t ha t y' G y. By the determi-

nateness of A, there is z' G z such t ha t (y',z') G -A. T h e upward closeness of 

F implies t ha t z' G F, therefore z C F . P: 

THEOREM 8. Fci (M, ^4, O) be a digraph with pseudoduality. A subset C CM 

is a consistent choice in (M, A, g) if and only if C is a maximal pseudofilter in 

(M,A,g). 

P r o o f . We show t h a t the implication 

(VXGM) [xeC => x n c = 0] 
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is equivalent to the condit ion C n C = 0 . 

Let x n C = 0 be fulfilled for all x E C , t hen we have C n C = C n 

U{-7; ^ C } = U { ? n C ; x £ C } = 0. 
Let C n C = 0, t hen for any x E C we have x n C = 0 because of the 

inclusion 5* C (7. 

Similarly, we show t h a t the converse implication 

(VxeM) [x ^ C => x n C ^ 0] 

is equivalent to the condit ion C U C = M. 

Let xC C =̂  0 holds t rue for any x ^ C , then there is y E C, y Ex. Using 

the symmetry p roper ty 11 (iv), we have x E y, therefore x E C. 

Let C U ( 7 = 71/. If x <£ C , t hen x E C , and there is y E C , x E y, so y E x, 

therefore a i n C y - 8 . 

We have proved t h a t condit ion 12 (i) is equivalent to the conjunction 

of 14(i) , ( i i i ) . Condi t ions 12(h) and 14(h) are identical, therefore the proof 

of the theorem is complete . • 

The following theorem is a modification of Theorem 4 and describes a way of 
const ruct ing a maximal pseudofilter by subsequent extending the given pseud­
ofilter. 

T H E O R E M 9. Let (M,A,g) be a digraph with pseudoduality, let A be a reflex­

ive, transitive and determinate relation on M, and lei F be a pseudofilter in 

(M, A, g). If x E M-(FUF) and x <£ SContr, then the set Fx = Fu{y E M ; 

(.r, y) E A} , is a pseudofilter in ( M , A, f). 

P r o o f . B y Definition 14, we have Fx = Fu{j{y] (x,y) E A}. Let us 

assume tha t z is an element in FxUFx . Similarly as in the proof of Theorem 4, we 

hall dist inguish four cases: z E FC\F, z E F-F, z E F-F, z E M-(FUF) . 

The first case is in contradic t ion wi th 14 (i). 

In the second case, we have z E F and z E [j{y] (x,y) E A} , i.e., there is 

// E M such t h a t (x, y) E A, z E y. B y the de te rmina teness of A, there is x' E x 

such t ha t [z,x') E A, and by the upward closeness of F, we get x' E F, which 

implies x E F. This is in contradict ion with the assumpt ion x E M — (F U F) . 

In the third case, we have z E F and (x, z) E A. B y L e m m a 2, F is downward 

closed and therefore x E F, which leads to the same contradict ion. 

In the fourth case, (x, z) E A holds t rue , and there is an element y E M 

such t ha t z E y, (x,y) E A. B y t he de te rmina teness of A, there is an element 
x' E x such t h a t (z,x') E A. B y the t ransi t ivi ty of A, we get (x.. x') E A, i.e., 
x E SContr. 

All the four cases lead to a contradict ion, therefore Fr n F = 0 must be 
t rue . T h e upward closeness of F is a consequence of the t ransi t ivi ty of A. • 

339 

s 



MARTIN GAVALEC 

THEOREM 10. Let (M, A, g) be a digraph with pseudoduality, let A be a reflex­
ive, transitive and determinate relation on M. Then the problem of consistent 
choice in (M, A, g) is solvable by the pseudodual version of the algorithm Ax . 

P r o o f . It is easy to see that, analogously to Theorem 6, if there is an 
element x G M such that all elements in {x} U x are strongly contradictory. 
then there is no consistent choice in (M,A,g). If x £ SContr, or if there is 
x' G x such that x' ^ SContr, then, by Theorem 9, the following pseudodual 
version A'x will find a solution. • 

ALGORITHM A[: 

Consistent Choice in Reflexive ^ Transitive and Determinate Digraphs with 
Pseudoduality 

Input: A digraph with pseudoduality (Tlf, A,a) , where A is a reflexive. 
transitive and determinate relation. 

Output: 

if SOL = true, then C is a consistent choice (i.e., a maximal filter) 
in (M,A,g), 
if SOL = false, then there is no consistent choice in (M, A<g). 

Remark. Similarly sa in A{ , we assume that the set M is linearly ordered, 
and the algorithm can find the minimal element in any non-empty subset of M . 
The condition x G SContr used in the algorithm can be verified in < m steps 
by checking if (:r, x7) E A for some element x' G x. 

procedure (input, output); 

begin 

C := 0; C := 0; SOL := true; R := M ; 

while ( i t ^ 0 and SOL = true) do 

x := min R; 

if x G SContr then 

if .? - SContr = 0 then 

SOL := falsi : 

else 

:/' : = mi 11(x — S(V;ntr); 

endif, 

endif; 
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if SOL = true then 
for all y G R do 

if (x,y) G-4 then C := C U {y}; C :=CUy; 
enddo; 

R:= M -(CUC); 
endif; 

enddo; 
end . 

THEOREM 11 . Let (M,A,g) be a digraph with duality, let the relation A be 
reflexive and determinate on M. Then the transitive and reflexive closure Q of 
A is determinate on M. 

P r o o f . Let x, y G M , (x, y) G Q, and let y' G y. Then there exist elements 
x(Vxv . . . ,xk G M such that x = x0, y = xk and (YiG/c) (x-, x r + 1 ) G A. By 
repeated use of Definition 11 (v), we get the elements x ^ x ' j , . . . , x'k such that 
x'k = v' i ( v ^ * 0 x't £ ^ a n c i (ViGk) (x'.+1,x'.) G A. We denote x' :=- x'0. Then 
J*' G x and (H', x') G Q hold true. The proof is complete. • 

THEOREM 12. Let (M,A,g) be a digraph with pseudoduality, let A be a re­
flexive and determinate relation on M. Then the problem of consistent choice 
in (M,A,g) is solvable by the pseudodual version of the algorithm, A2 • 

P r o o f . The pseudodual version of A2, denoted by A!2, is similar to the 
pseudodual version A\ of the algorithm A, . Let us denote m = max \x\ + 1. 

1 1 xeM 

Instead of two parallel branches of computation used in A2, the algorithm A2 

performs the search of successors in < m parallel branches beginning in all 
elements in {x} U x. Any branch is OK until it is discovered that its starting 
point is strictly contradictory. 

When the first OK branch comes to end of the search, then all elements of 
thejjranch are added to C, and all elements pseudodual to them are added 
to C. If, in some cycle, all branches are not OK, then the consistent choice in 
(M,^4,a) does not exist, and the algorithm stops. • 
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