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INITIAL AND BOUNDARY VALUE 
PROBLEMS FOR nth ORDER DIFERENCE 

EQUATIONS 

RAVI P. AGARWAL 

1. Introduction 

In recent years there has been considerable interest in the theory and construc
tive methods of solutions of difference equations satisfying some boundary 
conditions, e.g., see [1—3, 8—12 and references therein]. In particular following 
the methods of Seda [14] for continuous problems, Eloe [9] has discussed the 
existence and the uniqueness of solutions of the noth norder difference equations 
together with multi-point boundary conditions. In this paper we shall consider the 
nth order difference equation 

A(Q(t)A"-l
u(t)) = f(t9 u(t), Au(t), ..., A»-'u(t)),teI(0, N) (1.1) 

and use shooting type methods to prove the existence and the uniqueness of 
solutions satisfying two point boundary conditions. These methods have been 
analysed successfully for the continuous problem in [7, 13, 15]. 

In the following, for two nonnegative integers p and q (p<q), I(p,q) 
represents the discrete set {p, p +1, ..., q}, whereas I(p) = {p, p +1, . . .} . For any 

function g(t) the sum Z,g(s) = 0. The (r)(m) is the usual factorial notation and 
s=q 

stands for r ( r - l ) ... ( r - m + 1) with (0)(w) = l. Finally, Au(t) = u(t + 1)-u(t). 
In (1.1) the function / is assumed to be defined on 1(0, N)xRn, the g(t) is 

defined and positive for all te 1(0, N+ 1). With these assumptions the solution of 
(1.1) can be constructed inductively once the initial conditions 

Alu(0) = A, 0^i^n-l (1.2) 

are prescribed. However, this is not the case if we seek the solution of (1.1) 
together with some boundary conditions, e.g., see [1]. 
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2. Basic Lemmas 

Lemma 2.1. [4, 5] Let u(t) be some function defined on I(tx)<~:I(0). Then, for 
O ^ / c ^ p - 1 , teI(ti) the following identity holds 

AMt) = | ^ ^ A ^ + ^^T( '-s- l)-- '^u(,) . 

Lemma 2.2. Let u(t) be some function defined on 1(0, n + q), and A'u(O) = e,, 
O ^ / ^ n - 1 . Further, 

(i) if Ej>0,0^j^n-\ and An~l
u(t)>0 for all t e 1(0, q + I), then Aku(t)>0 

for all tel(0,n + q — k), (and hence Aku(t) is strictly increasing for all 
fe 1(0, n + q-k)) 0^k^n-2 

(ii) if e} = 0, 0^j^n-2, then 

Aku(t) = 0 for all teI(0,n-k-2) 
Aku(n -k-\) = £„_,, 0 ^ k *k n - 1 ( > 

also, if An~l
u(t)>0, teI(0,q + \), then Aku(t)>0 for all tel(n - k -1, 

n + q — k), 0^k^n—2 and for such t that 

u(t)^Yi ( ' " n k + l)(fc)Aku(0. l^k^n-2. (2.2) 

Proof. From lemma 2.1 (p = n — 1, £.=0), for all O ^ k ^ n — 2, we have 
n-2 (f\(i~k) 1 t-n + k + \ 

^W-g^^-^r-ir-n S c —ir--'-"A-«w 
(2.3) 

and hence if e,>0, 0=S/s£n-l and An- 'u(t)>0 for all tel(0, q + \), then 
A*u(f)>0 as long as t — n + k + \^q + \, i.e., t^q — k. 

From part (ii), the equality (2.3) reduces to the following 

Afc"(<)= (n-l-2)\' %" ( ' ~ s ~ l y - ^ A " - 1 u(s) (2.4) 

and from this (2.2) immediately follows. Further, if An _ 1u(0>0 f°r all 
te 1(0, q + 1), then, from (2.4), Aku(t)>0 as long a s 0 ^ f - n + /c + l ^ q + l, i.e., 
t eI(n — k — l, n + q — k). 

Finally, to prove (2.2), once again from lemma 2.1 (p = k, k = 0, tx = 0), we have 

M ( t ) =(fc^ s_S_ I
( t _ s _ 1 ) ( , t" , ) A ' I u ( s ) ' 1^ , c^"" 2- (25) 

Since, &.ku{t)>0 and strictly increasing for all teI(n — k-\, n + q — k), 1 s£ /c =£ 
n — 2, from (2.5) we find 

40 



"W<JT3nT § ( t -s - i ) ( t - , ) AMO=-rr 2 A((-^)(t)Aku(0= 
\r\ L) . s=n — k — 1 K- • s=n —fc —1 

= "Tl[{t"J)(k)]----A*MW = ^ j ( ' - " + * + l ) ( k )A*u(0. 

Remark 1. Throughout lemma 2.2 the strict inequalities can be replaced by 
less than or equal to inequalities. 

3. Comparison results 

Theorem 3.1. Assume that 
(i) f(t, u0, uu ..., un) is nondecreasing in u0, uu ..., un-x for a fixed t e 1(0, N) 

(ii) v(t) and w(t) are defined for all t e 1(0, N + n) and for all t e 1(0, N) one of 
the inequalities 

A(g(t)An-lv(t))^f(t, v(t), Av(t), ..., A-'uM) (3.1) 

A(g(t)A»-lw(t))^f(t, w(t), Aw(t), ..., A—w(0) (3.2) 

is strict. 

(iii) Akv(0)<Akw(0),0^k*kn-l . (3.3) 

Then, tor all t e 1(0, N + n-k) 

Akv(t)<Akw(t),0^k^n-l. (3.4) 

Proof. From lemma 2.2 it suffices to show that for all tel(0, N+l) the 
inequality An-iv(t)<An-1w(t) holds. For this, let us assume that r e 7(1, N+1) be 
the first point where An-'v(t)^An-1w(t). Then, from lemma 2.2 for all 
fel(0, n + r - f c - 2 ) , Akv(t)<Akw(t), 0*SfcsSn-2. Thus, in particular for all 
0=SA:s£n - 1 , Akv(r-l)<Akw(r-l). However, from the inequalities (3.1), (3.2) 
we have 

A ( p ( r - l ) A " - ' M ' ( r - l ) ) - A ( o ( r - l ) A " - ,
u ( r - l ) ) > 

>f(r-1, w(r-1), Aiv( r - l ) , ..., A—»v(r- 1 ) ) -

-f(r-1, v(r-1), Av(r-1),..., A'~l
v(r-1)) 

and hence from the nondecreasing nature of /, we find 

A(g(r - 1)A"-'w(r - 1)) - A(p(r - 1)A- ' v(r -1)) > 0 , 
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which is the same as 

o ( r ) A " - 1 ( w ( r ) - i ; ( r ) ) > o ( r - l ) A n - 1 ( w ( r - l ) - i ; ( r - l ) ) . (3.5) 

Since o ( r ) > 0 for all tel(0, N + l ) , inequality (3.5) implies that An ,vv(r)> 
A"_1p(r). This contradiction completes the proof. 

Corollary 3.2. Let the conditions of theorem 3.1 be satisfied with strict inequal
ity in both (3.1) and (3.2). Further, let u(t) be the solution of the initial value 
problem (1.1), (1.2) and Akv(0)<Ak<Akw(0), O^k^n-1. Then, for all 
teI(0,N + n-k) the inequality Akv(t)<Aku(t)<Akw(t) holds. 

Corollary 3.3. Assume that the conditions (i) and (ii) of theorem 3.1 are 
satisfied, and Aki;(0)^Akw(0), 0 ^ k ^ n - 2 and A " " ^ ^ . ? ^ - ^ ^ ) . Then, 
Akv(t)^Akw(t) for all t e 1(0, N+n-k) and in particular for all t el(n- k - 1, 
N+n-k) the strict inequality Akv(t)<Akw(t), O ^ k ^ n - 1 holds. 

Lemma 3.4. Assume that q>(t), O^i^n-1 are defined and nonnegative on 
1(0, N). Then, for all a > 0 the solutions of the initial value problems 

A(Q(t)A^v(t)) = n^qi(t)A^v(t) (3.6) 
«=0 

A'L>(0) = 0 , 0 ^ / ^ M - 2 
(3.7) 

A " " V 0 ) = a > 0 

have the property that Akv (t) ^ 0 for all t e 1(0, N + n-k) and in particular for all 
tel(n-k-l, N + n-k) the strict inequality Akv(t)>0, O ^ k ^ n - 1 holds. 

Proof. Let r e I ( l , N + l ) be the first point where A n _ 1 i ; ( r )^0 , then from 
lemma 2.2, A k u ( 0 ^ 0 f o r all te 1(0, n + r-k-2) and in particular A k t > ( r - 1 ) ^ 
0, 0 ^ k ^ n - 2 . However, from the difference equation (3.6), we have 

G(r)A""1i;(r) = ^ ( r - l ) A " - 1 i ; ( r - l ) + 2 ^ ( r - l ) A ^ ( r - l ) > 0 . 
1=0 

This contradiction completes the proof. 
Theorem 3.5. Assume that 

(i) g(t, u0, «i, ..., wn_D is defined for all (t, u0, uu ..., un-t) e 1(0, N ) x Rn and 
nondecreasing in u0, uu ..., un-x for a fixed tel(0, N), also for A > 1 

Xg(t, u0, ul9 ..., un-1)^g(t, lu0, Xuu'..., Xun-X) 

(ii) for a fixed te 1(0, N) and uteR+, 0^i^n-l 

n-2 

f(t, U0, Mi, ..., Un_i)^g(f, U0, Ui, ..., Un_1) + / ( t ) W o + 2 ^ ( 0 ^ 
1 = 1 

where q,(t)^0, 1 sS/=£n — 2 and l(t) are defined on 1(0, N) and 
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IM + t«l'\t-n
i2Lir*

0 (3-8) 
(iii) u(t, 0, |3) is the solution of (1.1) satisfying the initial conditions 

Aiu(0) = 0,0^i^n-2,A-,
U(0) = P 

(iv) there exists a solution v(t, 0, a) of the difference equation 

A(g(t)A-,v(t)) = g(t, v(t), Av(t),..., A"-1
v(t)) + l(t)v(t) + "'Z qi(t)A>v(t) 

i = l 

(3.9) 

satisfying the initial conditions A'u(0) = 0, 0 ^ i ^ n - 2 , An_1t>(0) = a > 0 
such that An~l

v(t,0,a)>0 for all teI(0,N+l). 
Then, for all te 1(0, N + n-i) 

0^^-IAi
V(t,0,a)^Aiu(t,0,^),0^i^n-l (3.10) 

where e^O and ft — e ̂ a . In particular Alu(t, 0, |3)>0 for all 
tel(n-i-l,N + n-i), 0 ^ i ^ n - l . 

Proof. Since An~l
v(t, 0, /3)>0 for all tel(0, N + l ) and A'u(0, 0, j3) = 0, 

0^i^n-2, lemma 2.2 ensures that Al
V(t, 0, /3)^0 for all te 1(0, N + n-i) and 

in particular the strict inequality holds for all tel(n — i — 1, N + n — i), 0 ^ i ^ 
B-E 

n-l. Thus, it suffices to show that ^ Al
V(t, 0, a)^A'u(f, 0, (5), O^i^n - 1 

holds for all f e 1(0, N + n- i). For this, we define a function <£(*)> t ' HO, N + n) 
as follows 

Ф(t) = u(t,0,ß)-ë—-v(t,0,а) 
a 

Then, A'<P(0) = 0, 0^i^n-2 and An-I0(O) = e>O, and from lemma 2.2 and 
remark 1 note that we need to prove An~1&(t)^0 for all te 1(0, N + l ) . Let 
rel(l, N + l ) be the first point where An-1<2>(0<0. Then, from lemma 2.2, 
A*4>(0-^0 for all tel(0, n + r-k-2), 0^k^n-l. Hence, in particular 
Aku(r- 1)^=0, O^fc^n-1. Since, Q(t)>0 for all tel(0, N + l ) , we have 

A(Q(r-l)An-1&(r-l)) = Q(r)An-1<p(r)-Q(r-l)An-1<p(r-l)<0. 
(3.11) 

Next, using the conditions on the functions and the inequality (3.11), we 
successively obtain 

f(r- 1, u(r-l), Au(r-l), ..., A"-„(r-1)) = A(o(r- l ) A — a ( r - 1)) = 
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= A(e(r-l)A-,<D(r-l))+£—- A(g(r-l)A-lv(r-l))< 

<^A(Q(r-l)A-'v(r-l)) = 

= ̂ r[9(r-l,v(r-l),Av(r-l),...,A-1
v(r-l)) + l(r-l)v(r-l) + 

+ nfiqi(r-l)Aiv(r-l)^ 

^g(r-l,^v(r-l),^Av(r-l),...,^A-'v(r-l)) + 

+ ̂ [l(r-l)v(r-l) + "fliq,(r-l)Aiv(r-l)\^ 

^f(r-l,u(r-l),Au(r-l),...,A-i
u(r-l))-l(r-l)u(r-l)-

S*('--l)A«u(r-l) + 
i = l 

+ ̂ [l(r-l)v(r-l) + %,(r-l)Aiv(r-l)\ = 

= f(r-l,u(r-l),Au(r-l),...,A-1u(r-l))-l(r-l)0(r-l)-

-"£qt(r-l)A'0(r-l)< 
i = l 

^ / ( r - l , u ( r - l ) , A u ( r - l ) , . . . , A - ' M ( r - l ) ) -

which is not true from (3.8) and the fact that <P(r— 1)^0. This contradiction 
completes the proof. 

Corollary 3.6. Assume that u(t,0,(i) be the solution of (1.1) satisfying the 
initial conditions Al'u(0) = 0, 0^ /^ rc -2 , An~lu(0) = (3, and let for a fixed 
teI(0,N) and u(eR+, 0 ^ / ^ n - l 

n - l 

f(t, Mo, u„ ..., Un-J^^qXOui 

where qt(t)^0, 0 ^ / ^ n - l and defined on 1(0, N). Then, the conclusion of 
theorem 3.5 holds. 

Proof. In view of lemma 3.4 we see that all the conditions of theorem 3.5 are 
satisfied. 
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4. Boundary value problems 

Theorem 4.1. In addition to the assumption (i) of theorem 3.5, we assume that 

(1) for a fixed teI(0,N) and u^u^ 0 ^ / ^ n - l 

f(t, Mo, Mi, ..., u n _ i ) - / ( f , U0, Ui, ..., U „ - i ^ 

n-2 

^ # ( r , Uo-u0 , ux-uu .-., u r t_i-u„_i) + /(0(wo-Wo) + 2 ^ (0 ( w «-"« ) 
. = 1 

where /(f) and g.(0> 1 ^ / ^ n — 2 are the same as in condition (ii) of theorem 3.5. 
(2) for each a > 0 the condition (iv) of theorem 3.5 ho/ds. 

Then, tfie difference equation (1.1) satisfying the boundary conditions 

A«u(0) = A „ 0 ^ / ^ n - 2 (4.2) 

A*u(N + n - q) = B„, 0 ^<? ^ n - l a n d fixed (4.2) 

has a unique solution. 

Proof. Let A denote the vector (Ai, A2, ..., An_2) and u(f, A, y ) , / = 1, 2 be 
the solution of (1.1), (4.1) and An_1u(0, A, yi) = yl. For Yi>y2, we define 
w(f, A, y,, y2) = u(r, A, yx) - u(f, A , y2), then w(f, A, y, y2) is the solution of the 
initial value problem 

A(e(0An-1w(f, A, yi, y2)) = F(f, w(f, A, y„ y2), Aw(f, A, y-, y2), ..., 

A- 1 w(r , A, yi, y2)) (4.3) 

A«w(0, A, yi, y2) = 0, 0 ^ / ^ n - 2 

A^wCO, A, yi, y2) = y i - y 2 > 0 

where 

F(f, w(f, A, y1? y2), Aw(f, A, y-, y2) , . . . , A1"1 w(f, A, yi, y2)) = 

= /(r, w(f, A, yi, y2) + u(r, A, y2), Aw(r, A, y1? y2) + 

+ Au(r, A , y2), . . . A ' 1 - 1 ^ , A, yx, y2) + 

+ An"1u(r, A, y 2 ) ) - / ( r , u(t, A , y2), Au(t, A, y2), ..., A—lu(t, A , y2)) . 

By (1) the function F satisfies the conditions of theorem 3.5. Thus, for the solution 
w(r, A, yi, y2) of (4.3) and v(t, 0, a ) of (3.9) with y i - y 2 > a > 0 , we find 

O^11^ A'u(r, 0, a )^A'w(f , A, yu y2), 0 ^ / ^ n - 1, r e 1(0, N + n-i) 

and A»w(r, A, y-, y 2 )>0 for all tel(n - i- 1, N + n - /). 
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Thus, in particular Aqw(N + n — q, A, yu y2) = Aqu(N + n- q, A,Y\)~ 

Aqu(N + n — q, A, y 2)>0. Hence, for a fixed y2eR, we get lim Aqu(N + n — 
yi-»°° 

q, A, YI) = 0° and for a fixed YieR, lim Aqu(N + n—q, A, y2)=—oo. This 

implies that Aqu(N + n — q, A, y) —B, is a continuous function of y and its range 
must be the whole real line R. Hence, there exists ay*eR such that Aqu(N + n — 
q, A, y*) = Bq. This u(t, A, y*) is a solution of the boundary value problem (1.1), 
(4.1), (4.2). 

Next, we shall prove the uniqueness of the solution. For this, let Ui(t) and u2(t) 
be two solutions of (1.1), (4.1), (4.2). Since the solutions of the initial value 
problems (1.1), (1.2) and are unique, it is necessary that A"'1 ui(0) J= A"'1 u2(0). 
Without loss of generality we can assume that A""1u1(0) = a i > a 2 = An_1w2(0). 
Then, as in the existence proof we easily arrive at the inequality Aqux(t) - Aqu2(t) > 
0 for all tel(n — q — 1, N + n-q) and in particular Aqu{(N + n — q)> 
Aqu2(N + n — q). This contradiction completes the proof of the theorem. 

Corollary 4.2. Let us assume that for a fixed t e 1(0, N) and ut ^ w,-, 0 ̂  / ^ n — 1 

n-\ 

f(t, u0, uu . . . , un-!)-f(t, Mo, Mi, . . ., Un-i)^^ qt(t)(ut - Ut) 
i = 0 

where q,(t)^0, O^i^n-1 and are defined for all t e 1(0, N), (in particular f is 
non-decreasing in all Ui, O^i^n- 1). Then, the boundary value problem (1.1), 
(4.1), (4.2) has a unique solution. 
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