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CONTROLLABILITY OF SEMILINEAR STOCHASTIC
INTEGRODIFFERENTIAL SYSTEMS

K. BALACHANDRAN, S. KARTHIKEYAN AND J.-H. Kim

In this paper we study the approximate and complete controllability of stochastic inte-
grodifferential system in finite dimensional spaces. Sufficient conditions are established for
each of these types of controllability. The results are obtained by using the Picard iteration
technique.
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1. INTRODUCTION

The problem of controllability of linear deterministic system is well documented. It is
well known that controllability of deterministic equations are widely used in analysis
and the design of control system. Any control system is said to be controllable if
every state corresponding to this process can be affected or controlled in respective
time by some control signals. In many dynamical systems, it is possible to steer the
dynamical system from an arbitrary initial state to an arbitrary final state using the
set of admissible controls; that is there are systems which are completely controllable.
If the system cannot be controlled completely then different types of controllability
can be defined such as approximate, null, local null and local approximate null
controllability.

The controllability of nonlinear deterministic systems in finite dimensional space
has been extensively studied by several authors, see [1,5] and references therein.
Controllability of linear stochastic systems in finite dimensional spaces has been
studied by Dobov and Mordukhovich [3], Enrhardt and Kliemann [4], Mahmudov
[9], Mahmudov and Denker [8] and Zabczyk [15]. There are very few works about
controllability of nonlinear stochastic systems. In [14], the authors introduced the
definitions of stochastic e-controllability and controllability with probability and
established sufficient conditions for stochastic controllability of a class of nonlinear
systems. In [6], using a stochastic Lyapunov-like approach, sufficient conditions
for stochastic e-controllability are formulated. Balachandran and Dauer [2] and
Mahmudov and Zorlu [12] studied the controllability of nonlinear stochastic systems.
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The problem of controllability of a linear stochastic system of the form

da(t) = [Az(t) + Bu(t)] dt + &(t) dw(t), t€[0,T)] } (1)
z(0) = o,
has been studied by various authors [11,14], where ¢ : [0,T] — R"*"™.

Mahmudov [10,11] studied approximate controllability of non-linear stochastic
system when nonlinear f and o are uniformly bounded and satisfy the Lipschiz
condition. Recently, Mahmudov and Zorlu [13] investigated the approximate and
complete controllability of the following semilinear stochastic system

dz(t) = [Az(t) + Bu(t) + f(t,z(t),u(t))] dt + o(t,z(t), u(t)) dw(t)
with non-Lipschitz coefficients when f and o depends on control u. They established
the results by using the Picard type approximation.
In this paper we shall study the approximate and complete controllability of the
following semilinear stochastic integrodifferential system
t
dz(t) = [Am(t) + Bu(t) + f(t,z(t), u(t)) —|—/ g(t,s,z(s),u(s))ds| dt
0
Yot 2(t), ult)) dw(t), t e [0,T] @)
z(0) = xo,
where A and B are matrices of dimensions n x n,n x m respectively, g : [0,7T] x
[0,T] x R™ x R™ — R™, f : [0,T] x R* x R™ — R",0 :[0,T] x R" x R™ — R"*"
and w is an n-dimensional Wiener process. The results generalize the results of [13].

2. PRELIMINARIES

In this paper we use the following notations:
e (Q, F, P) := The probability space with probability measure P on €
o {F|t € [0,T]} := The filtration generated by {w(s) : 0 < s <t} and F = Fr.

o Ly(Q, Fr,R") := The Hilbert space of all Fr-measurable square integrable
variables with values in R™.

e L7 ([0,T], R") := The Hilbert space of all square integrable and J;-measurable
processes with values in R™.

e C([0,T],L2(Q,F, P, X)) := The Banach space of continuous maps from [0, T
into L2(Q, F, P, X) satisfying the condition supc( 1 Ellz(#)||* < oo.

e X, := The Banach space with norm topology given by |[z(|? = sup,¢(o 5 Ellz(t)||?
which is a closed subspace of C ([0, T}, L2(€2, F, P, X)) consisting of measurable
and Fi-adapted processes x(t).

e U, := The Banach space with norm topology given by ||u||? = SuPyeio,) Ellu(?) 1?

which is a closed subspace of C([0,T], L2(2, F, P,U)) consisting of measurable

and Fi-adapted processes u(t).

e L(X,Y) := The space of all linear bounded operators from a Banach space X
to a Banach space Y.

e Denote S(t) = exp(At).
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Now let us introduce the following operators and sets.

1. The operator LE € L(LL ([0,T], R™), Lo(Q, Fr, R™)) is defined by
Ltu= /OT S(T — s)Bu(s)ds.
Clearly the adjoint (LI)* : Lo(Q, Fr, R™) — L% ([0, T], R™) is defined by
(LE)*2 = B*S*(T — t)E{2|F;}.
2. The controllability matrix I'T € L(R", R™)
/ S(T —t)BB*S*(T —t)dt, 0<s<t

and the resolvent operator
R(a,TTy = (al +TD)™, 0<s<T.

3. Set of all states attainable from zq in time t > 0
Ri(zo) = {x(t; zo,u) : u(-) € La(Q, Fp, R™)}

where x(t,xo,u) is the solution of (2) corresponding to xg € R", u(-) €

Lo (Q, Fr, R™).
Now for our convenience, let us introduce the following notations:
Mp = ||BI, Ms=max{|S@): ¢t e [0,7]},
Mr = max{|TT]:s,te0,T]}.

Definition 2.1. The stochastic system (2) is approximately controllable on [0, T if
Rr(z0) = L2(Q, Fr, R")

that is, if it is possible to steer the system from the initial point xy to within a
distance € > 0 from all the final points in the state space L2(£2, Fp, R™) at time T

Definition 2.2. The stochastic system (2) is completely controllable on [0, 7] if

Rr(xo) = L2(Q, Fr,R"),

that is, if all the points in Lo (2, Fr, R™) can be reached from the point zg at time 7.
We assume the following conditions on the problem:

(H1) The functions f, g and o satisfies the Lipschitz condition and there exist
constants L1, Lo > 0 for 1,29 € X, uj,ups €U and 0 < s <t <T

2
[ #(tas ) = ft e[+ ot w) = ot a0, u)?

< Li(ller = @ol® + lluy — u2|?)
2
/ (t,s,z1(s),u1(s)) — g(t, s, z2(s),ua(s)) dsH
< La(llzr = @l + fun —w2]?)
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(H2) The functions f, g and o are continuous and there exists a constant L > 0 such
that,

t 2
I+ [ ot s,z ds] 4 ot a )l < LGkl + P + 1)

for all t € [0,7] and all (z,u) € X x U.

H2)" The functions f,g and o are continuous and there exists a constant M; > 0
f
such that

t 2
I+ [ attszn s+ lota)? <

for all t,s € [0,7] and all (z,u) € X x U.
H3) The linear system (1) is approximately controllable.

)
H4) The linear system (1) is completely controllable.
) A is non-negative and self-adjoint.

(

(
(H5
(H6) BB* is positive, that is there exists v > 0 such that (BB*z,z) > |z
(AQ) ||aR(a,TT)|| — 0 as a — 0F.

Note that the assumptions (AC), (H3) and (H4) are equivalent, see [9]. The following
lemmas whose proof can be found in [13] give a formula for a control steering the
state xo to some neighborhood of an arbitrary point h.

Lemma 2.1. For arbitrary f(-) € L ([0, T], R"), o(-) € L ([0, T], R**"™), g(-,t) €
LT ([0,T], R"), h € Ly(92, F, R"™) the control

u*(t) = B*S*(T —t)(al +TE)"Y(Eh — S(T)xo)

—B*S*(T —t) /t(al +THY71S(T —r)f(r) dr

0
—B*S*(T —t) /0 (ol +THYHS(T —r)o(r) — ¢(r)) dw(r)
s o) [ s oo ([Carsas)ar @

transfers the system
t t
z(t) = St)zo+ / S(t — s)Bu(s)ds + / S(t—s)f(s)ds
0 0
t t s
+/ S(t —s)o(s)dw(s) + / / S(t—s8)g(s,7)drds (4)
0 o Jo
from 2y € R™ to some neighbourhood of h at time T and
2o(T) = h—alal +TE) Y ER — S(T)xo)

T
+/ alal +THY=1S(T —r) f(r)dr
0
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T
+/ alal +THY"HS(T —r)a(r) — o(r)) dw(r)
0
T T
+/ alal +TT)718(T —7) (/ g(r,s) ds) dr
0 0
where h has the following representation h = Eh + fOT (r) dw(r), see [7].

Lemma 2.2. Let Assumptions (H4), (H5) and (H6) hold. Then there exists C' > 0
such that for all g(-) € L (0, T; R") the following inequality holds

t
lim E /
t—T— 0

3. CONTROLLABILITY RESULTS

2 T
I?wau¢mfrw@—maw\wscé Elg(r)|2dr. ()

In this section we derive some controllability conditions for the semilinear stochastic
integrodifferential system (2) by using the Picard approximation. In [8, 9] it is shown
that complete controllability and approximate controllability of the linear system (1)
coincide. But this may not always be true for semilinear stochastic integrodifferential
systems.

In order to apply the Picard approximation we have to introduce the nonlinear
operator ®,, a > 0 from X7 x Ur to X7 x Ur which is defined by

(I)a(xvu) = (va) (6)

where

z2(t) = S(t)xo —|—/O S(t —r)Bw(r)dr —i—/o St —r)f(r,z(r),u(r))dr
+/0 S(t —7‘){/0 g(r, T,.’L'(T),’U/(T))dT} dr
+/O St — r)or(r, 2(r), u(r)) dw(r),

w(t) = B*S*(T —t) [(a[ + T Eh — S(T)x0) +/(J (ol + T p(r) dw(r)]
—B*S*(T —t) /0 (al + FTT)*IS(T —r)f(r,z(r),u(r))dr
—B*S*(T — ta -t -r TTT.’L‘T u(7))dr|dr

BT =) [+ ST =] [ glrrar)um)ar] a

—B*S*(T — t)/o (al + FTT)*IS(T —r)o(r,z(r),u(r)) dw(r),

and ¢ € L7 ([0,T], R**™) comes from the representation h = Eh + fOT o(r) dw(r) of
h € Ly(Q2, F, R™). It will be shown that the system (2) is approximately controllable
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if for all @ > 0 there exists a fixed point of the operator ®,. To show this we employ
the Picard type approximations to (6).

i) (t) = S(t).’bo

Tt (t) = S(t x0+/ S(t —7)Buny1(r dr+/ St —r)f(r,zn(r),un(r))dr

/St—r / (T,T,xn(T),un(T))dT} dr

+/0 St —r)o(r,zn(r), u,(r)) dw(r) (7)
ug(t) = B*S*(T —t) [(al + T3 Y Eh — S(T)xo) + /0 (ol +T5) " o(r) dw(r)}
Upy1(t) = B*S*(T —t) [(al + T YER — S(T)x0) + /0 (ol +TT) " p(r) dw(r)}

—B*S’*(T—t)/o (@l +TEHYES(T — ) f(r, 20 (r), up (1)) drr

—B*S*(T — t) /Ot(al +THY=18(T —r) [/T g(r, 7, (7)), un (7)) dT] dr

0

—B*S*(T —t) /0 (al + F;‘,F)_IS’(T —r)o(r,zn(r), uy(r)) dw(r). (8)

Lemma 3.1. Under the conditions (H1), (H2) the operator ®,, is well defined and
there exist Mr(a), k1(), k2(a) > 0 such that if (z1,u1), (z2,u2) € Xp x Ur then

[ a1, 01) — B (a2, )P < Mr()(Ly + L) { / t ( sup Elle (r) —x2<r>||2) s

0<r<s

t
—|—/ ( sup E|lui(r) —ug(r)|2) ds}
and 0 \0<r<s

Baar )l < (o) + k@)L { sup El ()P + swp Elin()* 41},
0<r<s

0<r<s
for each t € [0, T, where
MT(O{) = max{4MST+ ]\4-51]\431—“%‘71\4’3«]\431-’2 4Ms+ MSMB+ MSMBT
3
AMET? + gMg‘M%Tz + aQMgM;TS} ,
2 2 40 4 4 2 2 r 2
ki(0) = SME|aolP + 3 MIMAT { 2ER* + 2013E o] + | Eller)]Par o,

4 20
ko) = <5Ms—|— — M5M3 + MSMBT) max{7T?,T,1}.
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Proof. Let us consider

1®a(@1,u1) = Palzz, uz)|f = sup Eflzi(s) = z2(s)lI* + sup Efwi(s) — wa(s)]
0<s<t 0<s<t

< M3V [ Efun(s) —was) s
FAMETE / V£ 2 (s (7)) — £ o), ua(r))| dr
+4M§E/ llo(r, z1(r), us(r)) —U(r,mg(r),ug(r))||2d7‘
0
r 2
AMETE| [ (a1 (7). (7)) = g0 mna(7), ) |

g MEMET?E [ () () = fr.a(o). ()| dr

3 t
+$M§M%E/ llo(r, z1(r), u1(r)) —a(r,xg(r),uQ(r))Her
0
3 4 2 2 " 2
+ S MEMET EH/ (9(r,721(7), w1 (7)) = g(r, 7, w2 (7), a())) d |
0
< (4M2T + 3M4M2T+EM6M4T2
= S a2 S*B ) SB
t
< [ B () () = £ a0, ua () P dr
0
AM?Z 3 MEM? 12M6M4T
+ s*@ s B+§ sMp
t
x / Ello(r, 1), ua (1) — 0 22 (1), ua ()| dr
0
3

12
+ <4M§T2 + @M§M§T2 + OéQMSMéT?’)

XEH /O’“(g(r, 7, 21(7),u1 (7)) — g(r, 7, 22(7), u2(7))) dTH

IN

Mz (a) {/Ot Ellf(r,a1(r), ua (r))) — f(r, 22(r), us(r))||* dr
+/Ot Ello(r, x1(r),u1(r)) — o (r, z2(r), uz(r))||* dr
s [ atrrn ) = gt maato) e ar|

IN

sr(@+ 2 { [ (s Eleatr) - 2017 as

0<r<s

+/Ot (02225 Ellui(r) — UQ(’I“)||2> ds} .
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Observe that standard computations yield,

IN

IN

<

[P (z1,u1)llf = sup Ellz1(s)|* + sup E[jwi(s)|?
0<s<t 0<s<t

t t
5M§E||xoll2+5M§Mé/ EHW(S)||25+5M§TE/ 1f (ry e (), ua (r) ]| dr
0 0

t T 2
ASMEE [ otra(r) ()P dr + SMETE]| [ gt (r). () |
0 0
2 2 [

ravacg { ZCIen + 202elel?) + 5 [ Bl ar)

4 ‘ 4 !
g MAMET [ EIfa () () dr + 5 MEME [ Ello(ryan (), wa(r)| dr

0 0

4 " 2

+§M§M,25,T2EH/ g(r,T,x1(7)7u1(7))dTH
0

2 2 40 4qr4 2 2 r 2

SME||zo + o MsMpT 2|[EA||" + 2MSE||zo|| + ; Elle(r)]” dr
4 20 !
+ <5M§T+ ?MgM%T—F MMSM,%T2> E/ £ (ryz1(r), us(r))]|* dr
0
4 20 ‘
" (5M§ MM + azMgMéT) E/O lo(ry 21 (r), ua (1) dr
22 4 477522 20 614 3 " 2
+ | 5M5T +§MSMBT —i—?MSMBT EH g(r,T,xl(T),ul(T))dTH
0

kl(a)+k2(a)LT{ sup E|\x1(r)||2+0iu[<) E||u1(r)||2+1}. O

0<r<s

Lemma 3.2. Under the conditions (H1), (H2) the sequence (x,,u,) is bounded
in.)CT X lﬁr.

Proof. By Lemma 3.1 for any n > 0 we have

[@ns1,uns1)I* = sup Ellznsa(s)I” + sup Ellunsa(s)]|?
0<s<t 0<s<t
< k:1+k‘2LT{ sup Eljz,(r)||* + sup E||un(r)|2+1} (9)
0<r<s 0<r<s

where kq, ko are positive constants independent of n. Then by (9) and successive
approximation, we obtain that

[(@nt1, ung 1) I” < (ky + ko LT) {1 + ko LT 4 - + kSL"T”]

+ (ko LT)" ™ {E[|lzo(t)[|* + Efluo(4)[|* + 1}
< (k1 + ko LT) [1 4 ko LT + K2L2T? 4 - + kSL"T"] + (ko LT)"Cy
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9 T
where Cp = 14 M2E||zo||* + ﬁML%M%{QHEMP + 2MZE||zo|? +/ E||<p(r)||2dr}.
0
Thus, we have
1— (k3LT)"

L)t ¢,.
1= (k%LT) + (kQ ) Co O

||(33n+1, un+1)||2 < (k'l + k'QLT)

Lemma 3.3. Under the conditions (H1), (H2) the sequence (z,,u,) is a Cauchy
sequence in Xp x Up.

Proof. Let us take

ra(t) = sup [[(@m,um) — (xn,un)Hf,
m>n

pn(t) = sup ||-r7n - J?n”?,
m>n

gn(t) = sup [lunm _un”?
m>n

The functions ry,, Py, gn,n > 0, are well defined, uniformly bounded and evidently
monotone non-decreasing. Since {r,(¢) : n > 0}, {pn(t) : n > 0},{gn(t) : n > 0}
are monotone non-increasing sequences for each ¢ € [0, T, there exists a monotone
non-decreasing function (r(t), p(t), ¢(t)) such that

i (75, (8), pn(t), gn(t)) = (r(t), p(t), 4(t))-

n—oo

By Lemma 3.1 we obtain that

[ t) = Bl < Mr(a)(Lr+ L) [ { sup Ellzms(r) — 2ns ()|

0<r<s

+ sup E|lum—1(r) —unl(r)|2} ds

0<r<s
from which it follows that
r(t) < rat) =pa(t) +an(t)

Mr(a)(Ly + Lg)/o { sup E||zm_1(r) — zn_1(r)]]?

0<r<s

IN

+ sup E|upm-1(r) —un_l(r)HQ} ds

0<r<s

t

Mr()(Ly + Lo) / [n-1(5) + g1(5)] ds.
0

By the Lebesgue dominated convergence theorem, we obtain

r(t) < p(t) + a(t) < Mr(@)(Ly + L2) / [p(s) + a(s)] ds.
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Now if w = p + q, then
w'(t) < Mr(e)(Ly + L2)[p(t) + q(t)] < 2Mr () (Ly + La)w(t)

and also we see that w(0) = 0. Then, by Grownwall’s inequality it follows that
w(t) =0 for all t € [0,T]. But

[ (s wm) — (xmun)H%“ < pn(T) + qu(T) — w(T) = 0.

Therefore |[(zm, um) — (Tn, u,)||% — 0 as n,m — oo. O

Theorem 3.1. Under the conditions (H1), (H2) the operator (6) has a unique fixed
point.

Proof. By Lemma 3.3 the sequence (x,,u,) is Cauchy in X7 x Ur. The com-
pleteness of X7 x Up implies the existence of a process (z,u) € Xp x Ur such
that

lim ||(2n, un) — (z,u)]|% = 0.

n—oo

Hence taking the limit in (7) we see that (z,u) is a fixed point of ®,. Further, if
(x1,u1), (x2,u2) € X7 X Ur are two fixed points of @, then Lemma 3.1 would imply
that

[P (21, u1) — o2, u2)|lf < MT(a)(L1+L2){/O ( sup Ellz1(r) — z2(r)|?

0<r<s

+ sup E|ui(r) —ug(r)||2) ds}

0<r<s
So as in the proof Lemma 3.3 we obtain that
[®a(z1,u1) — Palw2, uz)ll7 =0
Consequently (z1,u1) = (z2,us) in X7 x Ur. Hence @, has a unique fixed point.[]
If @ = 0 the nonlinear operator ®q is defined by

Do (z,u) = (z,w) (10)

where

z(t) = S(t) :Eo—i—/St—r)Bw dr—i—/St—r)f(rx(T) u(r))dr

/St—r (r, 2(r), u /St—r / go(r.7.2(r),u(r)) dr] dr,

wlt) = B*S*(T — 1) [(r(?)-l(Eh ~S(T)o) + / () () dw(r)]
BT 1) / (CT) " S(T — 1) f(ry (), u(r)) dr
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—B*S*(T —t) /0 (TY=LS(T — r)o(r, z(r), u(r)) dw(r)

~B*S*(T —t) /Ot(FrT)ls(T —7) [/(:g(r, ,2(1), u(r)) dr} ar.

Theorem 3.2. Assume hypotheses (H1), (H2) and (H4) hold. Then the operator
Py has a fixed point.

Proof. The proof is similar to that of Theorem 3.1. Note that here we need to
use estimation (5) from Lemma 2.2. O

Theorem 3.3. Assume hypotheses (H1), (H2)" and (H3) are satisfied. Then the
system (2) is approximately controllable.

Proof. Let (z* u®) be a fixed point of ®, in Xr x Ur. By Lemma 2.1, z*
satisfies the following equality

z(T) = h—alal +TE)"YER - S(T)x0)

T
—|—/O og(aI—FF,T)*lS(T—r)f(r,xo‘(r),uo‘(r))dr
+/O alal +TT)"HS(T —r)o(r,z*(r),u®(r)) — ¢(r)) dw(r)
T r
—|—/O a(aI+Ff)_1S(T—r)[/O g(r, 7, Z‘Q(T),UQ(T)CZT} dr.  (11)

By (11) and the assumption (H2),
Ella*(T) = h|* < 5llaR(e,I7)(Eh = S(T)xo)|?

T

+5T/ EllaR(a, TT)S(T — #) f(r, 2 (r), u®(r))|? dr
T

—|—5/O EHaR(mFDS(T—r)a(r,xa(r%ua(r))ﬂzdr
T

+5/0 EllaR(c, TT)p(r)|2 dr

45T /OT EllaR(c, TT)S(T — r) {/0 glr, 7, 2°(7), ua(T))dT] 2 dr

5llaR(a, T7)|1?[[ER — S(T)aol®

IN

T
+5T / laR (e, TTY|PE|S(T — 1) f(r, 2 (r), u ()| dr

T
+5/0 lacR (e, TE)PENS(T = r)or(r, 2 (r), u®(r))||* dr
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T
45 [ laR(a I PEle(]? dr
0

T e L e e R | R

T
< 5HC¥R(0¢7FTT)||2HEh—S(T)ﬂcollg+5M§Mf(2T+1)/ lecR (o, D)2 dr
0

T
15 / laR (e, T7T) |2E [ (r)|? dr.
0

Since [|aR(a,TT)|2 < 1,|JaR(e,TT)||2 — 0 as a — 0% for all 0 < r < T, by the
Lebesque dominated convergence theorem E|[z%(T) — h||*> — 0 as o — 0*. This
gives the approximate controllability. O

Theorem 3.4. Assume hypotheses (H1) - (H6) are satisfied. Then the system (2)
is completely controllable.

Proof. By Theorem 3.2, the operator ®y has a fixed point. So, the control
up(t) = B*S*(T —t)(T) " (Eh — S(T)xo)

fB*S*(Tft)/O (FZW)*IS(Tfr)f(r,x('r),u(r))dr
—B*S*(T - t)/o (T HS(T = r)a(r,z(r),u(r)) — ¢(r)) dw(r)

—B*S*(T —t) /Ot(Fz)IS(TT){/OTQ(T,T,SC(T),U(T))dT dr

transfers the system (2) from z( to h. Hence, the theorem is proved. O

4. EXAMPLE

Consider the following semilinear stochastic integrodifferential system

dz(t) = |Az(t) + Bu(t) + f(t,z(t), u(t)) +/O g(t, s, x(s), u(s)) ds} dt

(12)
+o(t,z(t),u(t)) dw(t), te0,T]

z(0) = zo,

where w(t) is one-dimensional Brownian motion and

SRR

F(t,z(t), u(t)) (2 + cosma(t))w1(t) + 3w2(t) + ua(t) ]

(3 +sinxy (t))z2(t) + 221 () + ua(t)




Controllability of Semilinear Stochastic Integrodifferential Systems 43

t tele(s) up (s s
[fatssanas=] | HC T s ]

[y e75(5x1(s) + 3xa(s) + ua(s)) ds
(2t2+1)e~*

ot (), u(t) = | D)

sint cost e’
(142 (t)+u2(t))

The corresponding iterative scheme for (12) is
Tni1(t) = S(t)zo +/0 S(t —7)Bupy1(r)dr +/0 S(t—=r)f(r,zn(r), un(r))dr
+/0 S(t—r)[/o g(r,T,xn(T),un(T))dT] dr
—|—/ St —r)o(r,z,(r), u,(r)) dw(r) (13)
0

where the fundamental matrix S(t) is given by

cost  sint |
S(t) = [ —sint cost |

The controllability matrix is given by

T [T 0
ng/ S(T —t)BB*S*(T —t)dt = }_TI
0

A

and it is nonsingular for T > 0. Moreover, it is easy to show that for all (z,u) €
2
R2 x R2, |f(t,x(t),u(t))])? < 75(|z)* + Jul]® + 1), fgg(t,s,x(s),u(s)) ds) <40(T +

(1 + |22 + |ul?), |o(t, 2(t),u(t))] < 2(2t2 + 1)e~t. By defining a suitable control
(8) and by applying the Picard iteration technique to (13), one can establish the
approximate and complete controllability of the stochastic system (12).
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