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Abstract. Algorithms for finding an approximate solution of boundary value problems for
systems of functional ordinary differential equations are studied. Sufficient conditions for
consistency and convergence of these methods are given. In the last section, a construction
of methods of arbitrary order is presented.
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1. Introduction

Let �q denote the real q-dimensional space with a norm ‖ ·‖. For real numbers a1,
b1, a1 < b1 and an integer i � 0, let Ci([a1, b1],�q ) denote the space of functions with
continuous derivatives up to the order i on [a1, b1] into �q and C(·,�q ) := C0(·,�q ).
Let J = [a, b], J = [a − a0, a] ∪ [b, b + b0], J̃ = J ∪ J , a < b, a0, b0 � 0 and let
ψ ∈ C1(J,�q ) be given. By Ci(J̃ ,�q ) we denote the class of functions x ∈ C(J̃ ,�q )
which are identical with ψ(i) on J , i = 0, 1; C(J̃ ,�q ) := C0(J̃ ,�q ).
For given ψ ∈ C1(J,�q ) and f : C(J̃ ,�q ) × C1(J̃ ,�q ) → L∞(J,�q ), where

L∞(J,�q ) denotes the space of bounded measurable functions on J with values in
�
q , we consider the system of functional ordinary differential equations of the form

(1a) y′′(t) = f(y, y′)(t), t ∈ J

subject to the boundary condition

(1b) y(t) = ψ(t), t ∈ J.
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By a solution of (1) we mean a function y : J̃ → �
q which has an absolutely con-

tinuous first derivative on J̃ , satisfies (1b) and y′′ equals f on J except on a set of
Lebesgue measure zero. Indeed, if f is continuous, then the solution of (1) reduces
to the solution in the classical sense.

Notice that equation (1a) is a very general type of equation. It includes, as a
special case, the system of ordinary differential equations of the form

(2) y′′(t) = f0(t, y(t), y′(t)), t ∈ J,

with f0 : J × �
m × �

m → �
m , so we have a0 = b0 = 0 and J = {a, b}. The system

of differential equations of the form

(3) y′′(t) = f1(t, y(α1(t)), . . . , y(αp(t)), y′(β1(t)), . . . , y′(βq(t))), t ∈ J,

is also a special case of (1a) with f1 : J × (�m )p+q → �
m , αi, βj ∈ C(J, J̃), i =

1, 2, . . . , p, j = 1, 2, . . . , q. In this case,

a− a0 = min(inf
t∈J

αi(t), inf
t∈J

βj(t)), b+ b0 = max(sup
t∈J

αi(t), sup
t∈J

βj(t)),

i = 1, 2, . . . , p, j = 1, 2, . . . , q.

If αi(t) � t, βj(t) � t, t ∈ J , i = 1, 2, . . . , p, j = 1, 2, . . . , q, then b0 = 0 and (3) is
a problem of delay type. Integro-differential equations of the Volterra or Fredholm

type are also special cases of (1a), for example,

(4) y′′(t) = f2

(
t, y(α(t)), y′(β(t)),

∫ γ(t)

a

k(t, τ, y(τ), y′(τ)) dτ

)
, t ∈ J,

with f2 : J × �
m × �

m × �
m → �

m , k : J × J × �
m × �

m → �
m for α, β ∈ C(J, J̃)

and γ ∈ C(J, J).
The existence and uniqueness of solutions for problems of type (1) has been in-

vestigated in [3], [4], [8], [13], [14], [20], [21], [22], [23]. We quote only a few papers
in which numerical methods are used for problems which are special cases of (1).

We can indicate that a shooting method (see for example [12], [19], [22]) and a fi-
nite difference method (see [5], [9], [12], [16], [17]) are frequently used for finding

a numerical solution of problems of type (1). A collocation method [7] or iterative
sequences [11] can also be used (see also [6]).
Condition (1b) can be placed into the operator f to have the boundary problem

with boundary conditions at the points a and b. For i = 0, 1 and y ∈ C(J,�q ) such
that y(a) = ψ(i)(a), y(b) = ψ(i)(b) we define operators Ti by

(Tiy)(t) :=

{
ψ(i)(t), t ∈ J,
y(t), t ∈ J.
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Notice that for ψ ∈ C1(J,�q ) the operator Ti maps C(J,�q ) subject to the above

boundary conditions into Ci(J̃ ,�q ), i = 0, 1. Under the above notation, problem (1)
takes the form

y′′(t) = f(T0y, T1y
′)(t), t ∈ J,(5a)

y(a) = ψ(a), y(b) = ψ(b).(5b)

Indeed, if y is a solution of (5), then T0y is the corresponding solution of problem (1).

Assume that (5) has a solution ϕ. The purpose of this paper is a numerical
approximation of ϕ which will be denoted by yh. By zh we denote an approximation

of ϕ′. Here h is a constant stepsize, Nh = b − a, tn = a + nh, n = 0, 1, . . . , N .
It must be emphasized that the approximate solution yh of (5) must be computed

at all points t ∈ J and not only at the points tn. Denote by ψ
(i)
h a continuous

approximation of ψ(i), i = 0, 1. For y ∈ �
q we define two operators T h0 and T

h
1 by

the relations

(T h0 y)(t) :=

{
ψh(t) t ∈ J,
y(t) t ∈ J,

(T h1 y)(t) :=

{
ψ′h(t) t ∈ J \ {a, b},
y(t) t ∈ J.

Under the above notation a numerical solution of (5) may be constructed by the

difference method of the form




yh(t) = ψh(t) for t = a or t = b,

yh(tn + rh) − 2yh(tn) + yh(tn − rh) = h2F(h,r)(T h0 y
h, T h1 z

h)(tn),

r ∈ [0, 1], n = 1, 2, . . . , N − 1,
(6)

zh(tn + rh) =
1
2h
[yh(tn+1 + rh)− yh(tn−1 + rh)],(7)

r ∈ [0, 1], n = 1, 2, . . . , N − 2.

Here the operators F(h,r) : C(J̃ ,�q )× C̃(J̃ ,�q )→ L∞(J,�q ) are defined for (h, r) ∈
H × [0, 1] with H = [0, h0] for some h0 > 0, where C̃(J̃ ,�q ) denotes the class
of piecewise continuous functions from J̃ into �q In addition, we assume that

F(h,0)(T h0 y
h, T h1 z

h)(t) = θ, where θ is the zero element in �q .
Formulas (6)–(7) can be obtained in the following way. Observe that equation (5a)

is identical with the system of first order differential equations
{
y′(t) = z(t),

z′(t) = f(T0y, T1z)(t), t ∈ J.
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Now, if we apply to this system the approximations

{
rhzh(t) = yh(t+ rh) − yh(t),

rh(z′)h(t) = zh(t)− zh(t− rh),

then we obtain (6). If we apply the approximations

{
hzh(t) = yh(t)− yh(t− h),

rh(z′)h(t) = zh(t+ rh)− zh(t),

then, instead of (6), the following expression will arise:

(8)





yh(t) = ψh(t) for t = a or t = b,

yh(tn+ rh)− yh(tn)− yh(tn−1+ rh)+ yh(tn−1) = h2F(h,r)(T h0 yh, T h1 zh)(tn),
r ∈ [0, 1], n = 1, 2, . . . , N − 1.

Similarly, using the approximations

{
rhzh(t) = yh(t+ rh) − yh(t),

rh(z′)h(t) = zh(t+ rh)− zh(t),

instead of (6) the expression

(9)





yh(t) = ψh(t) for t = a or t = b,

yh(tn + 2rh)− 2yh(tn + rh) + yh(tn) = h2F(h,r)(T h0 yh, T h1 zh)(tn),
r ∈

[
0, 12

]
, n = 0, 1, . . . , N − 1

will be obtained. Basing on the above we see that a numerical solution of (5) may be
described by different formulas because different approximations for zh can be used.

In this paper, only the method (6)–(7) will be analysed.

It is simple to see that if

F(h,r)(x1, x2)(t) = A(r)F h(x1, x2)(t), A(0) = 0 and A(1) �= 0,

then, for n = 1, 2, . . . , N−1 and r ∈ [0, 1], the second formula in (6) can be rewritten
in the equivalent form

(6′)

{
yh(tn+1)− 2yh(tn) + yh(tn−1) = A(1)h2Fh(T h0 yh, T h1 zh)(tn),
yh(tn + rh)− 2yh(tn) + yh(tn − rh) = A(r)[yh(tn+1)− 2yh(tn) + yh(tn−1)]
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with A(r) = A(r)/A(1). Moreover, in this case, (7) and (6′) yield

(7′)




zh(tn) =

1
2h
[yh(tn+1)− yh(tn−1)],

zh(tn + rh)− 2zh(tn) + zh(tn − rh) = A(r)[zh(tn+1)− 2zh(tn) + zh(tn−1)].

Notice that for the linear approximation

yh(tn + rh) = (1 − r)yh(tn) + ry
h(tn+1), r ∈ [0, 1],

we need to take A(r) = r, while using the quadratic interpolation

yh(tn + rh) =
r(r − 1)
2

yh(tn−1)− (r2 − 1)yh(tn)

+
r(r + 1)
2

yh(tn+1), r ∈ [−1, 1],

we find A(r) = r2.

Taking Fh = fh, we have the simplest numerical method for solving (5) (here fh

denotes an approximation of f). If the mapping F has the form

(10) F(h,r)(T
h
0 y

h, T h1 z
h)(t) =

2∑

i=0

Bi(t, h, r)fh(T h0 y
h, T h1 z

h)(t− h+ ih),

where Bi : J × H × [0, 1] → � are bounded and Bi(t, h, 0) = 0, then (6) yields
nonstationary linear methods with variable coefficients (see Example II).

The paper is organized as follows. The problem of consistency of the method (6)–

(7) is briefly considered in Section 3. In Section 4, sufficient conditions under which
the procedure (6)–(7) is convergent are given. Error estimates are also discussed.

The last section deals with a construction of methods of a fixed order and some new
algorithms of the corresponding order are produced. Finally, we note that in litera-

ture, numerical methods have been considered for special cases of (1), usually when
the operator f has the form f(y, y′)(t) = f(t, y(t)) or f(y, y′)(t) = f(t, y(t), y(α(t)))

or f(y, y′)(t) = f(t, y(t), y(β(t, y(t)))).
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2. Lemmas

In this part we investigate a difference problem of type (6). A description of its
solution will be given by the corresponding formulas. To formulate a convergence

theorem also some properties of this solution will be stated.
For given gn : [0, 1] → �

q , gn(0) = θ, n = 0, 1, . . . , N , we define two sequences

{g(k)} and {si} by the relations
{
g(1)(r) := g1(r),

g(k+1)(r) := 2g(k)(1)− g(k)(1 − r) + gk+1(r), k = 1, 2, . . . , N − 1

for r ∈ [0, 1], and

si :=

{
1 if i is odd,

0 if i is even.

Taking into account the definition, we see that

g(k+1)(0) = g(k)(1), k = 1, 2, . . . , N − 1.

Lemma 1. Assume that gn(0) = θ, n = 0, 1, . . . , N . Then the solution yh of the
difference problem

(11)





yh(tn + rh) − 2yh(tn) + yh(tn − rh) = gn(r),

r ∈ [0, 1], n = 1, 2, . . . , N − 1,
yh(a) = ψh(a), yh(b) = ψh(b)

can be expressed by

(12) yh(tn + rh) =





n+ 1
N

ψN − (n− 1)ψh(a)− yh(t1 − rh) + g(n)(r),

n = 1, 3, . . . , N − 1− sN , r ∈ [0, 1],
n

N
ψN − nψh(a) + yh(a+ rh) + g(n)(r),

n = 2, 4, . . . , N − 2 + sN , r ∈ [0, 1],
where

ψN = ψh(b) + (N − 1)ψh(a)− g(N−1)(1).

�����. Using induction with respect to n, it is simple to prove that

(13) yh(tn + rh) =





(n+ 1)yh(t1)− (n− 1)ψh(a)− yh(t1 − rh) + g(n)(r),

n = 1, 3, . . . , N − 1− sN , r ∈ [0, 1],
nyh(t1)− nψh(a) + yh(a+ rh) + g(n)(r),

n = 2, 4, . . . , N − 2 + sN , r ∈ [0, 1].
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Indeed, (13) is true for n = 1. Assume that it is true for n = k and let k be odd.

Thus (11) and (13) yield

yh(tk+1 + rh) = 2yh(tk+1)− yh(tk + (1− r)h) + gk+1(r)

= 2[(k + 1)yh(t1)− (k − 1)ψh(a)− yh(a) + g(k)(1)]

− [(k + 1)yh(t1)− (k − 1)ψh(a)− yh(a+ rh)

+ g(k)(1− r)] + gk+1(r),

which proves that formula (13) is true (for example, if k = 1, then (13) holds for
n = 2). For k even, (13) is also true.

Our next objective is to show that (12) holds. Assume that N is even, hence
sN = 0. Take n = N − 1 and r = 1. By applying (13) we obtain the equality

yh(tN ) = ψh(b) = Nyh(t1)− (N − 2)ψh(a)− ψh(a) + g(N−1)(1)

and hence we have immediately

yh(t1) =
1
N
ψN .

This and (13) yield (12). For N odd, the proof is similar. �

������ 1. Relation (12) implies that

yh(tn + h) = yh(tn+1 + 0h) = lim
r→0+

yh(tn+1 + rh), n = 1, 2, . . . , N − 1,

if g(n) is continuous.

������ 2. Let q = 1, gn(r) = anr, r ∈ [0, 1], an ∈ �, n = 1, 2, . . . , N .
According to the definition of {g(k)}, we have immediately

g(k)(r) =
k∑

i=1

(k + r − i)ai, k = 1, 2, . . . , N − 1.

Now, after some calculations, (12) takes the form

yh(tn + rh) =





n+ 1
N

ψh(b) +

(
2− n+ 1

N

)
ψh(a)− yh(t1 − rh) −

N−1∑

i=1

dni(r)ai,

n = 1, 3, . . . , N − 1− sN ,

n

N
ψh(b)−

n

N
ψh(a) + yh(a+ rh) −

N−1∑

i=1

dni(r)ai,

n = 2, 4, . . . , N − 2 + sN ,
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where

dni(r) :=





i+ sn − r − i

N
(n+ sn) if i � n,

n+ sn −
i

N
(n+ sn) if i > n.

Lemma 2. For n = 1, 2 . . . , N and r ∈ [0, 1] we have the identity

g(n)(r) = 2
n−1∑

i=1

[
i+ 1
2

]
gn−i(1)(14)

+
n∑

i=1

(−1)2n+1−ign+1−i
(
sir + (1− r)(1 − si)

)
,

where [ · ] denotes the integer part of the argument and
0∑
1
. . . = 0.

�����. This formula can be proved by induction. �

������ 3. It is simple to see that

g(n)(1) =
n∑

i=1

ign+1−i(1), n = 1, 2, . . . , N.

Lemma 3. Let

dni :=





i+ si −
i(n+ 1)
N

if i � n− 1,

n+ 1− i(n+ 1)
N

if n � i,

for n = 1, 3, . . . , N − 1− sN ,

dni :=





i− si −
in

N
if i � n− 1,

n− in

N
if n � i,

for n = 2, 4, . . . , N − 2 + sN .

Then we have

−n+ sn
N

N−1∑

i=1

igN−i(1) + 2
n−1∑

i=1

[
i+ 1
2

]
gn−i(1)(15)

= −
N−1∑

i=1

dnigi(1), n = 1, 2, . . . , N − 1.
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�����. To prove (15) we assume that n is odd (for n even the proof is similar).

Then we have

Pn := − n+ 1
N

N−1∑

i=1

igN−i(1) + 2
n−1∑

i=1

[
i+ 1
2

]
gn−i(1)

= − n+ 1
N

N−n∑

i=1

igN−i(1)−
n+ 1
N

N−1∑

i=N−n+1
igN−i(1)

+ 2
n−1∑

i=1

[
i+ 1
2

]
gn−i(1).

Furthermore, by changing the sum index in the second sum, we get

Pn = − n+ 1
N

N−n∑

i=1

igN−i(1)−
n+ 1
N

n−1∑

i=1

(N − n+ i)gn−i(1) + 2
n−1∑

i=1

[
i+ 1
2

]
gn−i(1)

= − n+ 1
N

N−n∑

i=1

igN−i(1)−
1
N

n−1∑

i=1

(
i(N − n− 1) + siN

)
gi(1)

= − n+ 1
N

N−1∑

i=n

(N − i)gi(1)−
1
N

n−1∑

i=1

(
i(N − n− 1) + siN

)
gi(1),

and hence we have (15). The proof is complete. �

If we use the results of Lemmas 2 and 3 and Remark 3, then expression (12) takes

an equivalent form

(16) yh(tn + rh) =





n+ 1
N

ψh(b) +

(
2− n+ 1

N

)
ψh(a)− yh(t1 − rh) +Qn(r),

n = 1, 3, . . . , N − 1− sN , r ∈ [0, 1],
n

N
ψh(b)−

n

N
ψh(a) + yh(a+ rh) +Qn(r),

n = 2, 4, . . . , N − 2 + sN , r ∈ [0, 1],

with

Qn(r) := −
N−1∑

i=1

dnigi(1) +
n∑

i=1

(−1)2n+1−ign+1−i
(
sir + (1− r)(1 − si)

)
.

From (16), by taking n = 1 and r = 0, we can simply compute yh(t1), namely

yh(t1) =
1
N
ψh(b) +

(
1− 1

N

)
ψh(a)−

1
2

N−1∑

i=1

d1igi(1).
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Notice that (16) is well defined if yh is extra given on (a, a + h) and thus yh of

form (16) is a solution of (11).
In our considerations, we will need to have also some properties for zh defined

by (7). Using (16), we can easily write

yh(tn+1 + rh) − yh(tn−1 + rh)(17)

=
2
N
[ψh(b)− ψh(a)] +Qn+1(r)−Qn−1(r)

=
2
N
[ψh(b)− ψh(a)]

−
N−1∑

i=1

(dn+1,i − dn−1,i)gi(1) + gn+1(r)− gn(1− r),

n = 1, 2, . . . , N − 2, r ∈ [0, 1]

with Q0(r) = θ, r ∈ [0, 1] and d0i = 0, i = 1, 2, . . . , N − 1. In the next lemma, some
properties of Qn will be given.

Lemma 4. The following equalities hold:

(i) Qn(0) + (1/N)sng(N−1)(1) = −
N−1∑
i=1

d∗nigi(1),

(ii) Qn+1(0) + (2/N)(1− sn)g(N−1)(1) = Qn(1),
(iii Qn(r) − 2Qn(0) +Qn−1(1− r) − (2/N)sng(N−1)(1) = gn(r), r ∈ [0, 1],
(iv) QN−1(1)− (1/N)sNg(N−1)(1) = θ
for n = 1, 2, . . . , N , where

d∗ni :=





i− in

N
if i � n− 1,

n− in

N
if n � i.

�����. Assume that n is odd. Then sn = 1, and because of Remark 3 we get

Qn(0) +
1
N
g(N−1)(1) = −

n−1∑

i=1

dnigi(1)−
N−1∑

i=n

dnigi(1) +
1
N

n−1∑

i=1

(N − i)gi(1)

+
1
N

N−1∑

i=n

(N − i)gi(1) +
n−1∑

i=1

(si − 1)gi(1)

=
n−1∑

i=1

(
in

N
− i

)
gi(1) +

N−1∑

i=n

(
in

N
− n

)
gi(1),

which proves that (i) holds. In the same manner, we can prove (i) for n even.
By the same argument we can prove (ii), (iii) and (iv). �
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������ 4. The difference system (11) can also be solved for a fixed number of

r ∈ (0, 1]. If r = 1, then it is known that the solution of (11) has the form

(18) yh(tn) =
n

N
ψh(b) +

(
1− n

N

)
ψh(a)−

N−1∑

i=1

d∗nigi(1), n = 0, 1, . . . , N.

Thus (18) follows immediately from (16), (11) and (i) of Lemma 4. If r is fixed and
r ∈ (0, 1), then we need two extra values yh(a + rh) and yh(t1 − rh) to solve (11)

(see (16)); for r = 1
2 only the value y

h
(
a+ 12h

)
is needed.

Lemma 5. The following results are true:

N−1∑

i=1

dni =





n+ 1
2
(N − n), n = 1, 3, . . . , N − 1− sN ,

n

2
(N − n− 1), n = 2, 4, . . . , N − 2 + sN ,

(19)

max
n

N−1∑

i=1

dni � (N + 1)
2

8
,(20)

max
n
max
i
dni � N

4
+
1
N
.(21)

�����. First, we prove (19). Assume that n is odd. Indeed, (19) is true for
n = 1. Consequently, from the definition of dni we obtain

N−1∑

i=1

dni =
n−1∑

i=1

dni +
N−1∑

i=n

dni

=
n−1∑

i=1

(
i+ si −

i(n+ 1)
N

)
+
N−1∑

i=n

(
1− i

N

)
(n+ 1)

=
n− 1
2
+

(
1− n+ 1

N

) n−1∑

i=1

i+ (n+ 1)
N−1∑

i=n

(
1− i

N

)
.

Hence we get (19) when n is odd. In the same manner we can prove (19) if n is even.
Notice that inequality (20) results from the relation

max
n=1,2,...,N−1

N−1∑

i=1

dni = max

(
max
n odd

n+ 1
2
(N − n), max

n even

n

2
(N − n− 1)

)

� max
(
(N + 1)2

8
,
(N − 1)2
8

)
.
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Moreover,

max
n
max
i
dni = max

(
max
n odd

max
i
dni, max

n even
max
i
dni

)

= max

(
max
n odd

(
1 + (n− 1)

(
1− n+ 1

N

))
, max
n even

n

(
1− n

N

))

� max
(
N

4
+
1
N
,
N

4

)
=
N

4
+
1
N
,

so (21) holds. This completes the proof. �

Lemma 6. The following statements hold:

N−1∑

i=1

|dn+1,i − dn−1,i| =
2n(n+ 1)

N
+N − 2n− 1, n = 1, 2, . . . , N − 1,(22)

max
n
max
i
|dn+1,i − dn−1,i| � 2.(23)

�����. Assume that n is even, hence n+ 1 and n− 1 are odd. Observe that

Dn :=
N−1∑

i=1

|dn+1,i − dn−1,i| =
(n−2∑

i=1

+
n∑

i=n−1
+

N−1∑

i=n+1

)
|dn+1,i − dn−1,i|.

According to the definition of dni we have

Dn =
n−2∑

i=1

∣∣∣i+ si −
i(n+ 2)
N

− i− si +
in

N

∣∣∣

+
n∑

i=n−1

∣∣∣i+ si −
i(n+ 2)
N

− n+
in

N

∣∣∣

+
N−1∑

i=n+1

∣∣∣n+ 2− i(n+ 2)
N

− n+
in

N

∣∣∣,

so, after some calculations, (22) holds for n odd. Formula (22), when n is even, can

be proved in the same manner. Condition (23) is obviously satisfied. �

������ 5. It is simple to see that max
n

Dn = N − 1.

438



3. Consistency

Convergence and consistency are important notions in numerical analysis. Before
we formulate some theorems about them, let us introduce

Definition 1. The method (6)–(7) is called convergent if

lim
h→0
sup
t∈J̃

‖yh(t)− ϕ(t)‖ = 0 and lim
h→0
sup
t∈J̃

‖zh(t)− ϕ′(t)‖ = 0.

The order of convergence is p if

sup
t∈J̃

‖yh(t)− ϕ(t)‖ = O(hp) and sup
t∈J̃

‖zh(t)− ϕ′(t)‖ = O(hp) as h→ 0.

Definition 2. The method (6)–(7) is called consistent with (1) if there exists a
function ε : Jh ×H → �+ = [0,∞), Jh = [a+ h, b− h], such that the conditions

1◦ ‖ϕ(t+ rh) − 2ϕ(t) + ϕ(t− rh) − h2F(h,r)(T0ϕ, T1ϕ′)(t)‖ � ε(t, h), r ∈ [0, 1],

2◦ lim
h→0

h−1
N−1∑
i=1

ε(ti, h) = 0

hold. The order of consistency is p if

h−1
N−1∑

i=1

ε(ti, h) = O(h
p) as h→ 0.

The problem of consistency of method (6)–(7) is considered in

Theorem 1. Suppose that
1◦ f : C(J̃ ,�q ) × C1(J̃ ,�q ) → L∞(J,�q ), ψ ∈ C1(J,�q ), F(h,r) : C(J̃ ,�q ) ×

C̃(J̃ ,�q ) → L∞(J,�q ) are defined for (h, r) ∈ H × [0, 1]; F(h,·)(x, y)(t) is
continuous and

F(h,0)(T
h
0 x, T

h
1 y)(t) = θ,

2◦ there exists a unique solution ϕ of (1),
3◦ ϕ′′ is a Riemann integrable function,

then (6)–(7) is consistent with (1) provided

(24) lim
h→0

h

N−1∑

i=1

‖r2f(T0ϕ, T1ϕ′)(ti)− F(h,r)(T0ϕ, T1ϕ
′)(ti)‖ = 0, r ∈ [0, 1].

�����. The proof is similar to the corresponding one given in [16] and therefore
it is omitted (see also [9]). �
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������ 6. If

h

N−1∑

i=1

‖r2f(T0ϕ, T1ϕ′)(ti)− F(h,r)(T0ϕ, T1ϕ
′)(ti)‖ = O(hp)

uniformly in r as h → 0, then (6)–(7) is consistent with (1) of order min(1, p) or
min(γ, p) if ϕ′′ is of bounded variation or ϕ′′ satisfies the Hölder condition with the

exponent γ ∈ (0, 1], respectively (see also [9], [16]).

������ 7. If F(·,r)(x, y)(t) is continuous, then (24) remains true provided

F(0,r)(T0ϕ, T1ϕ
′)(t) = r2f(T0ϕ, T1ϕ

′)(t).

4. Convergence

In this section we show that method (6)–(7) is convergent. The result is obtained
under the assumption that the method is consistent with (1) and the operator F

satisfies the Lipschitz condition with respect to the last two arguments with the
corresponding constants. Error estimates are given, too. But first, we put

A(h) :=
h

8
(4K2 + 10K1(b− a) + hK1),

B(h) := K1

(
b− a

4h
+

h

b− a
+ 1

)
+
3
2h
K2,

η̃(h) := (K1 +K2)η(h) +

(
2K1 +K2 +

2
b− a

K2

)
η(h),

ε̄(t, h) := h2δ(t, h) + ε(t, h),

where constants K1, K2 and functions δ, η and η will be defined later.
We formulate the following convergence result.

Theorem 2. Suppose that
1◦ condition 1◦ of Theorem 1 holds,
2◦ there exist constants K1,K2 � 0 and a function δ : J × H → �+ such that

lim
h→0

h
N−1∑
i=1

δ(ti, h) = 0 and the condition

‖F(h,r)(x, y)(t)− F(h,r)(x, y)(t)‖
� K1 sup

τ∈J̃
‖x(τ) − x(τ)‖ +K2 sup

τ∈J̃
‖y(τ)− y(τ)‖ + δ(t, h)

holds for t ∈ J , h ∈ H , r ∈ [0, 1], x, x ∈ C(J̃ ,�q ), y, y ∈ C̃(J̃ ,�q ),
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3◦ problem (1) has a unique solution ϕ, and ϕ′′ is bounded,

4◦ method (6)–(7) is consistent with (1),
5◦ � := K1(b− a)2/8 +K2(b − a)/2 < 1,
6◦ ψ

(i)
h are continuous approximations of ψ

(i), i = 0, 1, such that

sup
t∈J

‖ψ(i)h (t)− ψ(i)(t)‖ � η(h) and η(h)→ 0 as h→ 0,

7◦ yh is defined and continuous on (a, a + h), yh(a+) = ψh(a) and there exists

η : H → �+ , η(h)→ 0 as h→ 0, such that

sup
(a,a+h)

‖yh(τ)− ϕ(τ)‖ � η(h),

8◦ zh is defined and continuous on J0 = [a, a+ h) ∪ (b− h, b], and in addition

sup
τ∈J0

‖zh(τ) − ϕ′(τ)‖ � η(h).

Then method (6)–(7) is convergent; for sufficiently small h, the estimates

(25)





sup
[a−a0, b+b0]

‖(T̃ h0 (yh − ϕ))(t)‖ � K−1
1 ζ(h) if K1 > 0,

sup
[a−a0 ,b+b0]

‖(T̃ h1 (zh − ϕ′))(t)‖ � K−1
2 ζ(h) if K2 > 0

hold with

ζ(h) := (1 − �−A(h))−1
[
B(h)

N−1∑

i=1

ε̄(ti, h) + η̃(h) +O(h2)

]
.

Here, the operator T̃ hi y is defined as T
h
i y with ω

(i)
h instead of ψ

(i), i = 0, 1 (ω(i)h is

defined in the proof).

�����. Put

vh(t) := yh(t)− ϕ(t),

∆vh(t) := vh(t+ h)− vh(t− h),

uh(t) := zh(t)− ϕ′(t),

V h := sup
t∈J̃

‖(T̃ h0 vh)(t)‖,

Uh := sup
t∈J̃

‖(T̃ h1 uh)(t)‖,

ω
(i)
h (t) := ψ

(i)
h − ψ(i)(t), i = 0, 1, t ∈ J,

ϕ(t) :=
1
2h
[ϕ(t+ h)− ϕ(t− h)]− ϕ′(t), t ∈ Jh,

G(t, h, r) := h2F(h,r)(T
h
0 y

h, T h1 z
h)(t)− ϕ(t+ rh) + 2ϕ(t)− ϕ(t− rh).
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First of all, we shall find a bound for ‖vh‖. It is easy to see that vh satisfies the
difference problem

(26)





vh(t) = ωh(t) for t = a or t = b,

vh(tn + rh)− 2vh(tn) + vh(tn − rh) = G(tn, h, r), n = 1, 2, . . . , N − 1,
r ∈ [0, 1].

Indeed, G(t, h, 0) = θ. Furthermore,

(27) uh(tn + rh) =
1
2h
∆vh(tn + rh) +ϕ(tn + rh), n = 1, 2, . . . , N − 2, r ∈ [0, 1].

By Lemma 1, (16) and (26), we see that for r ∈ [0, 1]

(28) vh(tn + rh) =

{
σh(n)− vh(t1 − rh) +Qn(r), n = 1, 3, . . . , N − 1− sN ,

σh(n) + vh(a+ rh) +Qn(r), n = 2, 4, . . . , N − 2 + sN ,

with G(tn, h, r) instead of gn(r) in the definition of Qn, and

σh(n) =





n+ 1
N

ωh(b) +

(
2− n+ 1

N

)
ωh(a), n = 1, 3, . . . , N − 1− sN ,

n

N
ωh(b)−

n

N
ωh(a), n = 2, 4, . . . , N − 2 + sN .

Moreover, (17) and (28) yield

∆vh(tn + rh) = −
N−1∑

i=1

(dn+1,i − dn−1,i)G(ti, h, 1) +G(tn+1, h, r)(29)

−G(tn, h, 1− r) +
2
N
[ωh(b)− ωh(a)],

n = 1, 2, . . . , N − 2, r ∈ [0, 1].

It results from the above that an estimate for the operator G is needed. By
conditions 2◦ and 4◦ we obtain

‖G(tn, h, r)‖ � h2‖F(h,r)(T h0 yh, T h1 zh)(tn)(30)

− F(h,r)(T0ϕ, T1ϕ
′)(tn)‖+ ε(tn, h)

� h2K1V
h + h2K2Uh + ε̄(tn, h).
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This, (28), (20)–(21) and 7◦ yield a bound for ‖vh‖, namely

‖vh(tn + rh)‖ � ‖Qn(r)‖ + Sh(n)

�
N−1∑

i=1

dni‖G(ti, h, 1)‖

+
n∑

i=1

‖G(tn+1−i, h, sir + (1 − r)(1 − si))‖+ Sh(n)

�
N−1∑

i=1

dni{h2K1V h + h2K2Uh + ε̄(ti, h)}

+
n∑

i=1

{h2K1V h + h2K2Uh + ε̄(tn+1−i, h)}+ Sh(n)

� h2
{
(N + 1)2

8
+N

}
[K1V h +K2Uh]

+

(
N

4
+
1
N
+ 1

)N−1∑

i=1

ε̄(ti, h) + Sh(n)

=

{
(b − a+ h)2

8
+ h(b− a)

}
[K1V h +K2Uh]

+

(
b− a

4h
+

h

b− a
+ 1

)N−1∑

i=1

ε̄(ti, h) + 2η(h) + η(h)

=: ζh1 , n = 1, 2, . . . , N − 1, r ∈ (0, 1),

where

Sh(n) :=
n+ 1
N

‖ωh(b)‖+
2N − n− 1

N
‖ωh(a)‖ + η(h) � 2η(h) + η(h)

(here ωh(t) = ω
(0)
h (t) for t = a or t = b). Furthermore, (18) leads to

‖vh(tn)‖ � n

N
‖ωh(b)‖ +

(
1− n

N

)
‖ωh(a)‖+

N−1∑

i=1

d∗ni‖G(ti, h, 1)‖

� n

N
‖ωh(b)‖ +

(
1− n

N

)
‖ωh(a)‖

+
N−1∑

i=1

d∗ni[h
2K1V

h + h2K2Uh + ε̄(ti, h)]

� η(h) +
(b− a)2

8
[K1V h +K2Uh]

+
b− a

4h

N−1∑

i=1

ε̄(ti, h), n = 0, 1, . . . , N.
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This and the previous estimates for ‖vh(tn + rh)‖ give the relations

sup
[tn,tn+1]

‖vh(τ)‖ � ζh1 , n = 0, 1, . . . , N − 1,

sup
t∈J

‖vh(t)‖ � ζh1 ,

and from that and 6◦ we finally obtain

(31) V h = sup
t∈J̃

‖(T̃ h0 vh)(t)‖ � ζh1 .

By the same argument, using (27), (29)–(30), (23), 6◦ and Remark 5, we have

‖uh(tn + rh)‖ � 1
2h

N−1∑

i=1

|dn+1,i − dn−1,i| ‖G(ti, h, 1)‖

+
1
2h

{
‖G(tn+1, h, r)‖ + ‖G(tn, h, 1− r)‖ + 4

N
η(h)

}

+ ‖ϕ(tn + rh)‖

� h

2
(N + 1)[K1V h +K2Uh]

+
3
2h

N−1∑

i=1

ε̄(ti, h) +
2

b− a
η(h) +O(h2)

=
b− a+ h
2

[K1V h +K2Uh] +
3
2h

N−1∑

i=1

ε̄(ti, h) +
2

b− a
η(h) +O(h2)

=: ζh2 , n = 1, 2, . . . , N − 2, r ∈ [0, 1];

hence

(32) sup
[a+h,b−h]

‖uh(t)‖ � ζh2 .

This, 6◦ and 8◦ yield

(33) Uh � ζh2 + η(h) + η(h).

In order to achieve (25), we first introduce the notation

‖vh‖∗ := K1V h +K2Uh.
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Combining this with (31) and (33), we get

‖vh‖∗ � K1ζ
h
1 +K2[ζ

h
2 + η(h) + η(h)]

= (�+A(h))‖vh‖∗ +B(h)
N−1∑

i=1

ε̄(ti, h) + η̃(h) +O(h
2).

Because � < 1 and A(h)→ 0 as h→ 0, there exists an h such that �+A(h) < 1 for
h � h; hence we have (25).

The proof is complete. �

������ 8. Assume that method (6)–(7) is consistent with (1) of order p and

η(h) = O(hp), η(h) = O(hp) and h

N−1∑

i=1

δ(ti, h) = O(hp) as h→ 0.

Let K1,K2 > 0. Then the order of convergence is min(2, p). If f does not depend
on y′ then K2 = 0 and, in this case, only the first formula of (25) remains true with

ζ(h) = (1− �−A(h))−1
[
B(h)

N−1∑

i=1

ε̄(ti, h) + η̃(h)

]
.

The order of convergence is now p.

������ 9. It results from the proof that condition 2◦ of Theorem 2 is needed

only to get estimate (30). It means that x and y appearing in 2◦ can be replaced
by T0ϕ and T1ϕ′, respectively.

������ 10. According to 7◦ and 8◦, the approximations yh and zh have to be
defined in advance on the corresponding sets. We will distinguish only two types of

approximations. One of them is the linear approximation for yh,

(34) yh(a+ rh) = (1− r)ψh(a) + ry
h(t1), r ∈ [0, 1],

and then

(35)





zh(a+ rh) =
1
h
[yh(t1 + rh) − yh(a+ rh)],

zh(b− rh) =
1− r

h
[ψh(b)− yh(b− h)] + rzh(b− h)

for r ∈ [0, 1). Indeed, we also can use the quadratic approximation for yh, namely

yh(a+ rh) =
1
2
(r2 − 3r + 2)ψh(a)− (r2 − 2r)yh(t1)(36)

+
1
2
(r2 − r)yh(t2), r ∈ [0, 1],
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and then

(37)





zh(a+ rh) =
1
2h
[−3yh(a+ rh) + 4yh(t1 + rh)− yh(t2 + rh)],

zh(b − rh) =
1
4h
(r2 − 3r + 2)[3ψh(b)− 4yh(b− h) + yh(b − 2h)]

−(r2 − 2r)zh(b− h) +
1
2
(r2 − r)zh(b − 2h)

for r ∈ [0, 1).

Below, we consider method (6)–(7) with (34)–(35). Our objective is to verify the
estimates (31) and (33) for this method. We will use the notation introduced in the

proof of Theorem 2. First of all, a corresponding estimate of ‖vh(t)‖ for t ∈ (a, a+h)
and also of ‖uh(τ)‖ for τ ∈ J0 will be stated. Notice that the following results hold:

ϕ1 := (1− r)ϕ(a) + rϕ(t1)− ϕ(a+ rh) = O(h2),

ϕ2 :=
1
h
[ϕ(t1 + rh)− ϕ(a+ rh)] − ϕ′(a+ rh) = O(h),

ϕ3 := ϕ(a) + ϕ(a+ h)− ϕ(a+ (1− r)h) − ϕ(a+ rh) = O(h2),

ϕ4 :=
1− r

h
[ϕ(b)− ϕ(b− h)] + rϕ′(b − h)− ϕ′(b− rh) = O(h)

as h→ 0.
By this, (34) and (18), we can write

vh(a+ rh) = yh(a+ rh)− ϕ(a+ rh)

= (1− r)ωh(a) + rvh(t1) + ϕ1

=
r

N
ωh(b) +

(
1− r

N

)
ωh(a)− r

N−1∑

i=1

d∗1iG(ti, h, 1) +O(h
2).

Using estimate (30), this implies

‖vh(a+ rh)‖ � η(h) + r
N−1∑

i=1

(
1− i

N

)
[h2K1V

h + h2K2U
h + ε̄(ti, h)] +O(h

2)

� η(h) +
N − 1
2

h2[K1V h +K2Uh] +

(
1− 1

N

)N−1∑

i=1

ε̄(ti, h) +O(h2)

� η(h) +
h(b− a)
2

[K1V h +K2Uh] +
N−1∑

i=1

ε̄(ti, h) +O(h2), r ∈ [0, 1).
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Combining this with the previous estimates of ‖vh(t)‖ obtained in the proof of Theo-
rem 2, we see that (31) remains true with ζh1 instead of ζ

h
1 , where ζ

h
1 is defined as ζ

h
1

with η(h) = O(h2).
Our next objective is to have an estimate for ‖uh(a+ rh)‖. By (34) we obtain

vh(a+ (1− r)h) + vh(a+ rh) = ωh(a) + vh(t1) + ϕ3.

This, (35) and (28) yield the result

uh(a+ rh) =
1
h

{
2
N
ωh(b) +

(
2− 2

N

)
ωh(a) +Q1(r)

− vh(a+ (1− r)h)− vh(a+ rh)

}
+O(h)

=
1

b− a
[ωh(b)− ωh(a)]

+
1
h

{N−1∑

i=1

[d∗1i − d1i]G(ti, h, 1) +G(t1, h, r)

}
+O(h)

and hence we get

‖uh(a+ rh) � 2
b− a

η(h)‖(38)

+
1
h

{N−1∑

i=1

|d∗1i − d1i| [h2K1V h + h2K2Uh + ε̄(ti, h)]
}

+
1
h
[h2K1V h + h2K2Uh + ε̄(t1, h)] +O(h)

=
2

b− a
η(h) +

b− a+ h
2

[K1V h +K2Uh]

+

(
2
h
− 1
b− a

)N−1∑

i=1

ε̄(ti, h) +O(h)

for r ∈ [0, 1). Similarly as above, by (35), (18), (27), (29), we easily obtain

uh(b− rh) =
1− r

h
[ωh(b)− vh(b− h)] + ruh(b − h) + ϕ4

� 1
b− a

[ωh(b)− ωh(a)] +
1− r

h

N−1∑

i=1

d∗N−1,iG(ti, h, 1)

− r

2h

N−1∑

i=1

(dN−1,i − dN−3,i)G(ti, h, 1)

+
r

2h
G(b − h, h, 1) +O(h), r ∈ [0, 1).
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Because of (30), (23) and Remark 5, this yields

‖uh(b− rh)‖(39)

� 2
b− a

η(h) +
1− r

h

(
1− 2

N

)N−2∑

i=1

ε̄(ti, h) + h
2[K1V

h +K2U
h]

×
{
1− r

hN

N−2∑

i=1

i+
1− r

h

(
1− 1

N

)
+

r

2h

N−1∑

i=1

|dN−1,i − dN−3,i|+
r

2h

}

+
1− r

h

(
1− 1

N

)
ε̄(tN−1, h) +

r

h

N−1∑

i=1

ε̄(ti, h) +
r

2h
ε̄(tN−1, h) +O(h)

� 2
b− a

η(h) +
b− a

2
[K1V h +K2Uh]

+
( 2
h
− 1
b− a

)N−1∑

i=1

ε̄(ti, h) +O(h2), r ∈ [0, 1),

which, combined with (32), (38), (39), obviously reduces to

Uh � ζh2 + η(h),

where

ζh2 :=
b− a+ h
2

[K1V
h +K2U

h] +
2
h

N−1∑

i=1

ε̄(ti, h) +
2

b − a
η(h) +O(h).

Based on the above we can say that estimate (25), with the corresponding form of ζ,
remains true for method (6)–(7), (34)–(35). Under the assumptions of Remark 8,

the order of convergence equals min(1, p).

The next method (6)–(7), (36)–(37) is a little more complicated one. Similarly

as for (34)–(35), we can prove that method (6)–(7), (36)–(37) is convergent and its
order of convergence is equal to min(2, p).

It is also possible to define yh and zh on the “initial” sets in the following way:

yh(t) = ψh(a), t ∈ (a, a+ h),

and 



zh(a+ rh) =
1
h
[yh(t1)− ψh(a)],

zh(b− rh) =
1
h
[ψh(b)− yh(b− h)],
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or 



zh(a+ rh) =
1
2h
[−3ψh(a) + 4yh(t1)− yh(t2)],

zh(b − rh) =
1
2h
[3ψh(b)− 4yh(b− h) + yh(b− 2h)]

for r ∈ [0, 1). Notice that yh will be now only a piecewise continuous function, while
before it was continuous.

5. Some comments

In [5], problem (1) is considered for

(40) f(y, y′)(t) = f0(t, y(t), y(τ(t, y(t)))) =: f(y)(t), t ∈ J,

with τ : J × � → � of advanced type and f0 : J × � × � → �. For finding the
approximate solution yh, the following procedure is proposed:

(41)





yh(tn+1)− 2yh(tn) + yh(tn−1) = h2fh0 (tn, yh(tn), yh(τ(tn, yh(tn)))),

yh(tn + rh) =
3∑
j=0

Pj(r)yh(tn−1+j), r ∈ (0, 1],

where

P0(r) := −1
6
(r3 − 3r2 + 2r), P1(r) :=

1
2
(r3 − 2r2 − r + 2),

P2(r) := −1
2
(r3 − r2 − 2r), P3(r) :=

1
6
(r3 − r)

are the Lagrange fundamental polynomials of cubic interpolation (in [5], fh0 is re-
placed by f0). According to the results of paper [5], method (41) is convergent if

condition 5◦ of Theorem 2 is replaced by

(42)

[
L1 + L2

(
10
3
QP +D

)]
(b− a)2

8
< 1

with

Q := max

{
Lψ, S(b− a) +

|ψ(b)− ψ(a)|
b− a

}
, D := sup

{ 3∑

j=0

|Pj(r)| : r ∈ [0, 1]
}
,

|f0(t, x, y)| � S.

Here L1 and L2 are Lipschitz constants of f0 with respect to the second and third

variables, respectively. P is a Lipschitz constant of τ with respect to the second
variable, while Lψ denotes a Lipschitz constant of ψ.
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Let us introduce the abbreviation

fhn := f
h
0 (tn, y

h(tn), (T h0 y
h)(τ(tn, yh(tn)))),

where fh0 denotes an approximation of f0. After some calculations using (41) and
(18), the equality

3∑

j=0

Pj(1− r)yh(tn−2+j) =
3∑

j=0

Pj(−r)yh(tn−1+j) +
r3 − r

6
h2[fhn−1 − 2fhn + fhn+1]

can be proved. Now, it is simple to see that

yh(tn + rh) − 2yh(tn) + yh(tn − rh)

=
3∑

j=0

[Pj(r) + Pj(−r)]yh(tn−1+j)− 2yh(tn) +
r3 − r

6
h2[fhn−1 − 2fhn + fhn+1]

= r2[yh(tn+1)− 2yh(tn) + yh(tn−1)] +
r3 − r

6
h2[fhn−1 − 2fhn + fhn+1]

= r2h2fhn +
r3 − r

6
h2[fhn−1 − 2fhn + fhn+1].

It means that if we take

F(h,r)(T
h
0 y

h)(tn) = r2fhn +
r3 − r

6
[fhn−1 − 2fhn + fhn+1],

then yh defined by (41) satisfies (6), too.

If ϕ is the solution of (1), then, after some calculations, we obtain

|ϕ′(t)| � |ψ(b)− ψ(a)|
b− a

+
S(b− a)
2

=: L, t ∈ J.

Hence, for Q := max(Lψ, L) we have

|f0(tn, yh(tn), yh(τ(tn, yh(tn))))− f0(tn, ϕ(tn), ϕ(τ(tn, ϕ(tn))))|
� L1|yh(tn)− ϕ(tn)|
+ L2|yh(τ(tn, yh(tn)))− ϕ(τ(tn, yh(tn)))

+ ϕ(τ(tn, yh(tn)))− ϕ(τ(tn, ϕ(tn)))|
� L1|vh(tn)|+ L2|vh(τ(tn, yh(tn)))| + L2QP |vh(tn)|.

Assume that

|f(y)(t)− fh(y)(t)| � δ1(t, h) with lim
h→0

h

N−1∑

i=1

δ1(ti, h) = 0,
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and put fn := f(yh)(tn). Then we can write

|F(h,r)(T h0 yh)(tn)− F(h,r)(T0ϕ)(tn)|

=

∣∣∣∣
r3 − r

6
[fhn−1 + f

h
n+1 − fn−1 − fn+1] +

(
r2 − r3 − r

3

)
[fhn − fn]

+
r3 − r

6
[fn−1 + fn+1 − f(ϕ)(tn−1)− f(ϕ)(tn+1)]

+

(
r2 − r3 − r

3

)
[fn − f(ϕ)(tn)]

∣∣∣∣

� r − r3

6
[δ1(tn−1, h) + δ1(tn+1, h)] +

−r3 + 3r2 + 2r
3

δ1(tn, h)

+

(
r − r3

3
+
−r3 + 3r2 + 2r

3

)
[L1 + L2(QP + 1)]V h.

According to Remark 9, we see that condition 2◦ of Theorem 2 remains true with

K1 = L1+L2(QP +1), K2 = 0 and δ(tn, h) = δ1(tn−1, h) + δ1(tn, h) + δ1(tn+1, h).

Moreover,

|ϕ(t+ rh)− 2ϕ(t) + ϕ(t− rh)− h2F(h,r)(T0ϕ, T1ϕ
′)(t)|

=

∣∣∣∣ϕ(t+ rh)− 2ϕ(t) + ϕ(t− rh)

− h2
[
r2ϕ′′(t) +

r3 − r

6
[ϕ′′(t− h)− 2ϕ′′(t) + ϕ′′(t+ h)]

]

+ h2
{
r2[f(ϕ)(t) − fh(ϕ)(t)] +

r3 − r

6
[(f(ϕ)(t − h)− fh(ϕ)(t − h))]

+
r3 − r

6
[−2(f(ϕ)(t)− fh(ϕ)(t)) + (f(ϕ)(t+ h)− fh(ϕ)(t + h))]

}∣∣∣∣

= O(h4) + h2
{−r3 + 3r2 + 2r

3
δ1(t, h) +

r − r3

6
[δ1(t− h, h) + δ1(t+ h, h)]

}
,

which proves that method (41) is consistent with (1), and now ε appearing in Defi-

nition 2 is of the form

ε(t, h) = O(h4) + h2[δ1(t− h, h) + δ1(t, h) + δ1(t+ h, h)]

(if δ1(t, h) = O(hν) uniformly in t as h→ 0 for some ν > 0, then (41) has the order
of consistency equal to min(ν, 2)).
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Now, condition 5◦ of Theorem 2 yields

(43) [L1 + L2(QP + 1)]
(b− a)2

8
< 1,

which is superior to (42) because D = 5
4 and Q � Q. If τ does not depend on

the second variable, then P = 0, and thus (43) reduces to the corresponding result
obtained in [15]. If f0 does not depend on the last variable, then L2 = 0 and thus

we have the problem considered, for example, in [9], [16].
Theorem 2 gives also sufficient conditions which ensure the convergence of method

(6)–(7) for the case when the mapping f is of the form

f(y, y′)(t)

= f1(t, y(t), y(τ1(t, y(t))), y(τ2(t, y
′(y))), y′(t), y′(τ3(t, y(t))), y

′(τ4(t, y
′(t)))),

t ∈ J,

for f1 : J × �
6 → �, τi : J × � → �, i = 1, 2, 3, 4. If we assume that the conditions

|f1(t, y1, y2, y3, y4, y5, y6)− f1(t, y1, y2, y3, y4, y5, y6)| �
6∑

i=1

Li|yi − yi|, Li � 0,

|τi(t, y1)− τi(t, y1)| � Pi|y1 − y1|, Pi � 0, i = 1, 2, 3, 4,

|ψ′(t1)− ψ′(t2)| � Lψ|t1 − t2|, t1, t2 ∈ J, S := max(S,Lψ)

hold for some nonnegative Li, Pj and Lψ, then, for F = f1, condition 2◦ of Theorem 2
is obviously satisfied for

K1 = L1 + L2(1 +QP1) + L3 + L5SP3,

K2 = L3QP2 + L4 + L5 + L6(1 + SP4).

Notice that Theorem 2 is quite general. It gives sufficient conditions which ensure
that the difference method is convergent when, for example, the operator f is of the

Volterra-Fredholm type of the form

f(y, y′)(t) =

f2(t, y(α1(t)), y′(α2(t)),
∫ γ(t)

a

k1(τ, t, y(τ), y′(τ) dτ,
∫ b

a

k2
(
τ, t, y(τ), y′(τ)

)
dτ),

t ∈ J

for f2 : J × (�m )4 → �
m , ki : J × J × �

m × �
m → �

m , αi : J × �
m → �, i = 1, 2,

and γ : J → �, γ(t) � t.
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6. Construction of methods of arbitrary order

In this section, a scheme for constructing methods of arbitrary order will be given.

This technique can be applied for methods of type (6)–(7) for which the operator F
is defined by

F(h,r)(T
h
0 y

h, T h1 z
h)(t) :=

k∑

i=0

bi(t, h, r)f
h

(
t+

(
2
k
i− 1

)
h

)
,(44)

fh(t) := fh(T h0 y
h, T h1 z

h)(t),(45)

where an integer k > 0 is given, bi : J ×H × [0, 1] → � and bi(t, h, 0) = 0. Denote
by F the operator obtained from F by replacing fh by f on the right-hand side of

(44)–(45). Indeed,

F(h,r)(. . .) = F(h,r)(. . .)− F (h,r)(. . .) + F (h,r)(. . .).

We say that the method (6)–(7), (44)–(45) is consistent with (1) if Definition 2
remains true with F instead of F . To give some conditions on the consistency and

convergence of (6)–(7), (44)–(45) we introduce

Definition 3 (see [10], [16]). We say ϕ : J → �
q is in class SRp (J), p � 1, if ϕ is

p − 1 times differentiable on J and there exists a bounded function which we will
denote by ϕ(p) : J → �

q , such that the (p − 1)st derivative ϕ(p−1) is the Riemann
integral of ϕ(p). We write ϕ ∈ SBp (J) if ϕ ∈ SRp (J) and ϕ(p) is of bounded variation,
i.e. there exists a constant V such that, for any partition a � s0 < s1 < . . . < sq � b,
we have

q∑

i=1

‖ϕ(p)(si)− ϕ(p)(si−1)‖ � V.

We write ϕ ∈ SHp (J) if ϕ ∈ SRp (J) and ϕ
(p) satisfies the Hölder condition with an

exponent γ ∈ (0, 1].

Put

Ckj (t, h, r) :=
rj

j!
[1 + (−1)j ]− 1

(j − 2)!
k∑

i=0

bi(t, h, r)

(
2
k
i− 1

)j−2
, j = 2, 3, . . . .

The order of consistency of method (6)–(7), (44)–(45) will be defined under the
assumptions given in the next lemma.
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Lemma 7. If
1◦ problem (1) has a unique solution ϕ,

2◦ bi : J ×H × [0, 1] → � are continuous with respect to the last variable; bi are

bounded and bi(t, h, 0) = 0, i = 0, 1, . . . , k,

3◦
{
Ckj (t, h, r) = 0 for t ∈ J, h ∈ H, r ∈ [0, 1] and j = 2, 3, . . . , p− 1,
Ckp (t, h, r) �≡ 0,
then the method (6)–(7), (44)–(45) is consistent with (1) of order p − 2 if ϕ ∈
SRp (J), of order p− 1 if ϕ ∈ SBp (J) and of order p− 2 + γ if ϕ ∈ SHp (J).

�����. The Taylor formula for ϕ ∈ SRp (J) yields

Q(t, h, r) = ϕ(t+ rh)− 2ϕ(t) + ϕ(t− rh)

− h2
k∑

i=0

bi(t, h, r)ϕ′′
(
t+

(
2
k
i− 1

)
h

)

=
p∑

i=2

hiϕ(i)(t)Cki (t, h, r) + T (t, h, r)

= O(hp) + T (t, h, r),

where

T (t, h, r) :=
1

(p− 1)!

∫ t+rh

t

(t+ rh− s)p−1[ϕ(p)(s)− ϕ(p)(t)] ds

+
1

(p− 1)!

∫ t−rh

t

(t− rh− s)p−1[ϕ(p)(s)− ϕ(p)(t)] ds

− h2

(p− 3)!

k∑

i=0

bi(t, h, r)
∫ t+( 2k i−1)h

t

(
t+

(
2
k
i− 1

)
h− s

)p−3

× [ϕ(p)(s)− ϕ(p)(t)] ds.

Changing the intervals of integration and putting k =
[
1
2k

]
, we have

T (t, h, r) =
1

(p− 1)!

∫ rh

0
(rh − u)p−1[ϕ(p)(t+ u)− ϕ(p)(t)] du

+
(−1)p−1
(p− 1)!

∫ −rh

0
(rh + u)p−1[ϕ(p)(t+ u)− ϕ(p)(t)] du

− h2

(p− 3)!

k∑

i=0

bi(t, h, r)
∫ −(1− 2

k i)h

0

((
2
k
i− 1

)
h− u

)p−3

× [ϕ(p)(t+ u)− ϕ(p)(t)] du
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− h2

(p− 3)!

k∑

i=k+1

bi(t, h, r)
∫ (

2
k i−1

)
h

0

((
2
k
i− 1

)
h− u

)p−3

× [ϕ(p)(t+ u)− ϕ(p)(t)] du

= hp−1
{

rp−1

(p− 1)!

∫ rh

0

(
1− u

rh

)p−1
[ϕ(p)(t+ u)− ϕ(p)(t)] du

+
rp−1(−1)p
(p− 1)!

∫ rh

0

(
1− u

rh

)p−1
[ϕ(p)(t− u)− ϕ(p)(t)] du

+
(−1)p−3
(p− 3)!

k∑

i=0

(
1− 2

k
i

)p−3
bi(t, h, r)

×
∫ (

1− 2
k i

)
h

0

(
1− u(

1− 2
k i

)
h

)p−3
[ϕ(p)(t− u)− ϕ(p)(t)] du

− 1
(p− 3)!

k∑

i=k+1

(
2
k
i− 1

)p−3
bi(t, h, r)

×
∫ (

2
k i−1

)
h

0

(
1− u(

2
k i− 1

)
h

)p−3
[ϕ(p)(t+ u)− ϕ(p)(t)] du

}
.

Now, after some calculations, we can prove the assertion of the lemma (see also [14]).

The proof is complete. �

7. Examples

We assume that bi(t, h, r) = bi(r), (t, h, r) ∈ J × H × [0, 1], i = 0, 1, . . . , k.
Notice that condition 3◦ of Lemma 8 influences the order of consistency of the
method (6)–(7), (44)–(45). The integer p appearing in 3◦ depends on both k and bi.

Below, the integer p will be found for given values of k and bi.

I. Put k = 1. Then, for b0(r) = b1(r) = 1
2r
2, we find p = 4, while if b0(r) = r2,

b1 = 0, then p = 3.

II. Put k = 2 and b0 = b2. Then, for b1(r) = r2−2b2(r), we have p = 4 (compare F
from Section 5, where b0 = b2 = 1

6 (r
3 − r)). The method is simplest if b0 = b2 = 0.

If b2(r) = 1
12r
4, then b1(r) = r2

(
1 − 1

6r
2
)
and thus p = 6. It is very popular and

widely used for the case when r = 1, i.e. for b0(1) = b2(1) = 1
12 , b1(1) =

10
12 .

III. Put k = 3. For

b0(r) = b3(r) = − 1
16
r2 +

3
32
r4, b1(r) = b2(r) =

9
16
r2 − 3

32
r4
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we obtain only p = 6. If

b0(r) =
3
16
r4 − 1

8
r2, b1(r) = −3

8
r4 +

3
4
r2, b2(r) =

3
16
r4 +

3
8
r2, b3 = 0,

then p = 5.

IV. Put k = 4. For

b0(r) = b4(r) =
2
45
r6 − 1

36
r4,

b1(r) = b3(r) = − 8
45
r6 +

4
9
r4,

b2(r) =
12
45
r6 − 15

18
r4 + r2

we have p = 8. If

b0 = b4 = 0, b1(r) = b3(r) =
r4

3
, b2(r) = −2

3
r4 + r2,

then p = 6.

V. In numerical considerations only the methods from Example II are known, so
when p = 4 or p = 6. The above examples show that choosing in the corresponding

manner the integer k and the coefficients bi, we can always construct the method to
be of a fixed order p. Such methods are new.

Concluding this paper, we apply the results of Theorem 2 and Lemma 8 to formu-
late the main theorem of this section. This theorem gives the order of convergence

of the method (6)–(7), (44)–(45).

Theorem 3. If conditions 2◦–3◦ of Lemma 7 are satisfied, and
1◦ f, fh : C(J̃ ,�q ) × C̃(J̃ ,�q ) → L∞(J,�q ) and the assumptions 1◦, 3◦, 5◦–8◦ of
Theorem 2 are satisfied with F of the form (44) and η(h) = O(hs), η(h) = O(hs)

as h→ 0 for some s > 0,
2◦ there exist constants A1, A2 � 0 such that the condition

‖f(x, y)(t)− f(x, y)(t)‖ � A1 sup
[a−a0,t+b0]

‖x(τ)− x(τ)‖

+A2 sup
[a−a0,t+b0]

‖y(τ)− y(τ)‖

holds for x, x ∈ C(J̃ ,�q ), y, y ∈ C̃(J̃ ,�q ),
3◦ fh is an approximation of f , i.e.

‖fh(x, y)(t) − f(x, y)(t)‖ = O(hs)

uniformly in t as h→ 0,
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then the method (6)–(7), (44)–(45) has convergence of order m(2, s, p − 2) if ϕ ∈
SRp (J), of orderm(2, s, p−1) if ϕ ∈ SBp (J) and of orderm(2, s, p−2+γ) if ϕ ∈ SHp (J).
Here

m(2, s, p) :=

{
min(2, s, p) if A2 > 0,

min(s, p) if A2 = 0.

�����. It is simple to show that the assumptions of Theorem 2 remain true for

δ(t, h) ≡ 0 and

K1 = A1

k∑

i=0

Bi, K2 = A2

k∑

i=0

Bi, |bi(t, h, r)| � Bi, i = 0, 1, . . . , k.

Now, by Theorem 2, Remark 8 and Lemma 7, the assertion of the theorem is obvi-

ously satisfied. This completes the proof. �

������ 11. It results from Theorem 2 (or Remark 8) that the order of conver-

gence of our method may be greater than two only if f does not depend on y′, and it
is reasonable to construct the method (6)–(7), (44)–(45) in such a way, to guarantee

its maximal order of consistency.
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