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Summary. A statistic using the concept of order a-3 weighted information energy intro-
duced by Tuteja et al. (1992) is considered and its asymptotic distribution in a stratified
random sampling is obtained. Some special cases are also discussed.
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1. INTRODUCTION

Onicescu (1966) introduced the concept of information energy in information the-
ory. This measure, for a discrete random variable having a finite number of values

Ty, ..., Tp with probabilities py, ..., pum, respectively, is given by
M
(1) ep) =3
=1
where P = (p1,...,pm). Some interesting applications and properties of this expres-

sion can be found in Pardo (1981, 1983, 1987), Pardo et al. (1985, 1988, 1989), Pérez
(1966) and Theodorescu (1977), Vajda (1967) and Theodorescu (1977) present an
axiomatic treatment of the expression (1).

* The research in this paper was supported in part by DGICYT Grants No. PB91-0387
and No. PB91-0155. Their financial support is gratefully acknowledged.
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In order to distinguish the elements z,, ..., ZM according to their importance with
respect to a given qualitative characteristic of the system, we associate a positive
number u; with each outcome z;. In this context Theodorescu (1977) presented a
generalization of Onicescu’s information energy given by

M
> wip?

(2) ¢(PU) == where U = (uy, ..., upn).

Z piu;
=1

Pardo (1981) defined the useful informational energy, Pardo (1985) gave an axiomatic
characterization and Pardo et al. (1994) obtained the asymptotic distribution of the
analogue estimator of this measure, in a random and stratified sampling.

Aggarwal and Picard (1978) and Sharman et al. (1978) introduced and charac-
terized a generalized measure of useful information, called useful information of de-
gree (3, given by

% wipi(l —p{ ™)
@) Hp(P) = =

19175 , B>0and g #1.

In this line, Singh (1983) introduced the measure

@ IapPU) =S ®B>0,a#l f#landa#p

M
Z ui(pf — pf)
1
that includes interesting particular and limiting cases. For example, when o = 1 and
B # 1, (4) reduces to (3); when u; =1 foralli =1, ..., M, (4) reduces to entropy
of type (o, 3) (Sharma and Taneja, 1975); whena =1l and u; =1foralli=1, ...,
M, (4) reduces to entropy of degree § (Havrda and Charvat, 1967); when a = 1 and
B — 1, (4) reduces to weighted entropy (Belis and Guiasu, 1968) and when a = 1,
B — 1 and u; = 1 (4) reduces to Shannon’s entropy (Shannon, 1948). Also, Singh
(1983) gave a characterization of the expression (4).

In this paper, we consider a new concept of weighted information energy that
depends upon two parameters, a and §, introduced and characterized by Tuteja et
al. (1992). This measure, called order a-8 weighted information energy, is defined as

M

Y uipe - pf)
(5)  Cap(PU)==—F—, a,8>0,a#1, B#1and a#p.
(a—l)gpiui
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When 3 — oo the measure (5) reduces to the order a-weighted information energy
given by Pardo (1986) and when 8 = 1 and @ — 1 this expression reduces to the
useful Shannon entropy introduced by Picard (1972, 1979). Its asymptotic behaviour
analyzed by Pardo (1993).

We obtain the asymptotic distribution of the analogue estimate of the expression
(5) in a stratified random sampling. The knowledge of this asymptotic distribution
allows us to construct different tests of hypotheses. Some special cases are also
discussed.

Other contributions to measures of useful information have also been made by
Gurdial and Pesson (1973), Hooda (1984), Kannappan (1980), Mohan and Mitter
(1978) and Sharma and Shing (1983).

2. ASYMPTOTIC DISTRIBUTION OF THE ORDER a-f3
WEIGHTED INFORMATION ENERGY

Consider a population with N individuals which can be classified into M classes
or categories, z1, ..., Ty according to a certain process X, and let

M
Bur = {P = @izt Ypi—1pi 20,i=1,..., M}
=1

be the set of all probability distributions over x = {z1,...,zpm}. Now we suppose
that the population with NV individuals can be divided into r non-overlapping sub-
populations, called strata, as homogeneous as possible with respect to X. Let IV be
the number of individuals in the kth stratum, p;; the probability that a randomly
selected member belongs to the kth stratum and to the class z;, p;. the probability
that a randomly selected member in the whole population belongs to the class z;,
and p the probability that it belongs into the kth stratum. Then one obtains

T M r
SNe=N, Y > px=1,
k=1

i=1 k=1
T M
pi. = Zpik Pk = Zpik
k=1 i=1

and we denote by W, the relative size of the kth stratum, i.e., Wy = Ny /N = p.
Finally, let u; be the utility of the class z;.

In order to obtain an estimate for the order a-f weight information energy in the
population, we shall draw at random a stratified sample of size n, independently of
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the other strata. Assume that the sample is chosen by a specified allocation wy,
k=1, ..., r, so that a sample of size n; is drawn independently at random with
replacement from the kth stratum, where wy = ng/n. For example, if wy is constant
we get a constant allocation, if wx = Ni/N we get a proportional allocation and if
wr = ok/cr we get an optimum allocation where oy is the variance and ci is the
cost per unit of sampling in the kth stratum. If p;; denotes the relative frequency,
in the size n sample, of individuals belonging to the class z; in the kth stratum, and
we define .
=) v—Vﬁﬁ.’k,
k=1 Wk

then €, g)(P,U) can be estimated by

% ui(pE — p7)

e(cxz,ﬁ')(py[]):i—)\d_) a,ﬂ>0,a¢1,ﬂ¢landa;6ﬁ
(a-l)_Zlﬁi.ui

where P = Br.y---,PMm.)-
The following theorem establishes the asymptotic behavior of e(a,ﬂ)(ﬁ, U) is a
stratified random sampling.

Theorem 1. Consider the estimate €, g) (15, U), obtained by replacing p;;, p;.
and p ; by pij, pi. and pj, (i=1,...,M;j=1,...,r) in a stratified random sample
of size n and allocation (w,...,w;). Then we have

12 (€(a,0) (P, U) = €(a0)(P,U)) = N(0, *t0?)

where u u
z Wi 2 1 2
= — ) pil; = —( pikti.)
and
M
ui(ap?™' - Bp 7Y 1 Pili — U; QUi(pﬁ - )

M 2
a - 1 ( Z pi.ui)
:1

whenever %tg? > 0.

Proof. Consider the Taylor expansion of E(ayﬁ)(ﬁ‘, U) around the point P =
(pi.,i=1,..., M), which is given

M
Cla,p) (P, U) = €0 p)(PU) + Z t: (i — pi.) + RV

i=1
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where R{ is the Lagrange remainder and

M
_ 0€(q,)(P,U) _ ui(apf™ _ﬁp?- l)iglpiui - ’u;(p, Pﬂ)

i'—l

o @-(% pi.u,.)z

Therefore, we obtain that the random variables

B/2(€ 03y (B,U) = €ap)(P,V))  and 1/2(2) )

i=1

have asymptotically the same distribution because n!/ 2R$,1) converges in probability
to zero.
Finally, applying the Central Limit Theorem in each stratum, we have

1/2(5 _ P L Wi
n /(P —pr,y. ., P PM.)n:ZON(O,Z kz(k))

k=1
with
Dik Pjk _
=) = (7 (65 - 3 )).-=1,...,M’ k=1,..,r
j=1,...M
Therefore the result required follows. a
Remark 1.

1) If B = oo and a = 2 is immediate that

M Mo
2uipi. Y Pi i — Ui Y Uips
t‘ _ i=1 =1
. b

(g‘,l p-:w)z

i.e., we have the result obtained by Pardo et al. (1993).
2) If r =1 and we denote p; =p; , i =1, ..., M, we have that

n2(€ap) (P,V) =~ €ap)(B,U)) 23 N(0,0%)
with

M M 2
o =Y ni - (Sowt )
i=1 =1
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where t;, is given in the previous theorem. In this case we obtain the result for simple
random sampling.

3) Following the ideas in Gil (1989, 1992) we get that the optimum allocation is

given by
r -1
w=a (L) L k=)
k=1

where

M M 2

Xk = ZWkPiktf. - (Zpikti.> , (k=1,...,7).
i=1 i=1

4) If we consider a random variable taking on the values
WSt k=17

with probabilities Wy, respectively, applying Jensen’s inequality to the function
¢(z) = 2% we obtain

t 1/2 Qg
s gpt—(E:a/) W _stagmp

where Stagmp denotes the asymptotic variance in the stratified random sampling

with proportional allocation and the equality holds if and only if r = 1 or al/ 2 Wk
does not depend on k (k=1,...,7).

5) If we consider a random varlable taking on the values

Mo
;Wkpikti" k=1,...,r

with probabilities Wy, respectively, applying Jensen’s inequality to the function
¢(z) = 2% we obtain

st 2 2
Oprop <o

and the equality holds if and only if r = 1 or

Mo
; ’vvkpikti.

does not depend on k (k =1, ..., 7).

310




In general the stratification may produce a gain in precision in the estimates of
characteristics of the whole population because it provides a method of utilizing sup-
plementary information. Auxiliary information may be used to divide the population
in strata. In points 3 and 4 of this remark a comparison when we try to estimate
the order a-3 weighted information energy by means of a large sample is made be-
tween simple random sampling and stratified random sampling with proportional
and optimum allocation. This comparison shows how the gain due to stratification
is achieved.

Now, if it is verified that the first derivative order term is zero and so does *t¢2? = 0,
we must use Taylor’s expansion of G(a,ﬁ)(f’, U) including the second order term. In
this situation we have obtained the following result.

Theorem 2. If st¢2 = 0, then
A L M
2n(€ap)(P,U) = Ea)(PU)) —2 > Bixi,
=1

where x?’s are independent and [3;’s are the eigenvalues of the matrix AL where

o . M u,-u-
A= - +([2Zu,-(p§f—p§’_)] )3)i .

sm =1 (@-1( 3 2 P
with
— ui (o - 1)pi~* - B(B - 1)P€_2) 2u?(apd™' - 8 g_l)
S; = ) i — m >
- )(1;1 pi.ui) (a— 1)({;%.%)
d

o Z wi E(k with £(k) = (‘I,);/: (5’7 - %)>i=1 M
j=1y.M

Proof. By considering Taylor’s expansion of the function €, g (13, U) including
the term corresponding to the second partial derivatives we get

p1. — p1.
. 1 . .
€(a,0)(P,U) = €(a,p)(P,U) + (Pl —p1,--,PM. —DPMm.)A : +RY
PM. — PMm.
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where A is given above and R® is the Lagrange remainder. Therefore, the random
variables

D1. — Dr.
2(€(a,5)(P,U) — €(ap(P,U)) and (p1. —pr.,...,Pm. —Pm.)A :

PM. — PM.

converge in law to the same distribution because R converges in probability to
zero.
Furthermore,

n'2(pr. —pr, ... PM. — PM.) ni*o N(QZ ; —( k))
k=1
hence (see Mardia et al. 1982, p. 68)
p1. — P
(1. = pr,-.. Py~ pu)A z = Zﬂ.x?
PM. — PM. i=

where the x?’s are independent and the f3;’s are the eigenvalues of the matrix AX
with A and X given above. O

Remark 2.
1) Ifr =1, %02 = 0 and we denote p; = p; , i = 1, ..., M, we have

2 (€(a,5) (P,U) = €(a,3 (P V) ZﬁzXl

where x?’s are independent and f3;’s are the eigenvalues of the matrix AT where

Sl M TR
A= +([zzui<p?—pf’)] - 3)
SM =1 (a— 1)( > p.-ui) i
=1
with
. _ wilela—0pf " = BB - D" 2ud(apy™t — ppf”!
v M
(a— 1)(i§1piui) (o — 1)(i§1piui)
and

Y= (pi(éi - Pi))i=1,...,M
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In this case we obtain the result for simple random sampling,.

2) If 8 — o0 and a = 2 it is immediate that we have the result obtained by Pardo
and Vicente (1994).

lfr=1,=1,a—>1,us =...=upm and p; = ... = py it is immediate to
establish that the matrix AY has the eigenvalues 8; = 0 and 82 = 1 with multiplicity
M -1, hence

M d
> B3 = X1
=1

3. APPLICATIONS ON TESTING HYPOTHESES

The results obtained in the previous sections can be used in various settings to
test statistical hypotheses based on one sample.

a) We can test that the order a-f weighted information energy of a population
equals specified value, i.e., Ho: €(4,5)(P,U) = Ep. In this case, under Hp, we have
to consider two situations according to the value of *tg2. If $t02 = 0, then we must
use the statistic

T1 = 2n(€(a,ﬁ)(15, U) - Eo)

which is approximately distributed as a linear form in chi square variables for suf-
ficiently large n. Then a test criterion would be to reject Hy at a level @, when

Ty > tos if

M

P(z,@ixf > ta,) =«

=1
where the f;’s,7 =1, ..., M, are given by Theorem 2, and the last probability can
be composed using the methods given by Kotz et al. (1967). Rao and Scott (1981)
suggested to consider the approximate distribution of Zfil Bix? which is given by
Bx3s, where 3 = Zil‘il % In this case we can easily compute the value of 3, since
Zgl Bi = tr(AX). In this case Theorem 1 can be used to evaluate the asymptotic
power of the previous test. If Hy: €4 g)(P,U) = E; is the alternative hypothesis,
then the asymptotic power is given by

ta + 2n(Eo - E1)>

Br(Er) = Pg, (Ty > ta) =1 - ‘I’( 20172 stg(Q)

where *‘g(Q) is the expression of **o given in Theorem 1 with €4 4)(Q,U) = E;
and ¥(z) denotes the standard normal distribution function. Also note that

lim f(By) =1
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so the test is asymptotically consistent in the sense of Fraser (1957).
If st02 > 0, we can use the statistic

n1/2 (@(a'ﬁ) (]3, U) - Eo)
1 —

st 5

6
which has approximately the standard normal distribution for sufficiently large n
and %4 is obtained by replacing p;’s by pix’s in *!o. In this context an approximate
1 — a level confidence interval for €, g)(P,U) is given by

where z, is a real number such that P(X > z,) = a when X is normally distributed
with mean zero and variance one.

b) We can test that the order a- weighted information energy of s independent
populations equals a specified value, i.e., Ho: €(q,)(P1,U) = ... = €4 5)(Fs,U) =
Ey. In this case we can use the statistic

A 2
e(oz,ﬁ)(lja U) - EO)

>
T; = E n;
st52
=1 g

i

which is asymptotically chi-square distributed with s degrees of freedom.

c¢) Test for equality of the order a-8 weighted information energy of s independent
populations, i.e., Ho: € p)(P1,U) = ... = €op)(P,U). If o; >0 (=1, ...,
s) then we have a sample of size n; from the ith population. We must consider the
statistic

S A 2
(€(a,8)(Pi,U) — E)
T3 = Zni ( sta-?
=1 g

b= (LSO (55 ne )

i=1 i i=1 1
which, under Hp, has approximately a Chi-square distribution with s — 1 degrees of
freedom.
In this situation if s = 2, the statistic to be used is

_ ()2 (€(a ) (P, U) = €ap) (P, 1))
= (n25t6'1 + nlst6-2)l/2

where

2

which has approximately the standard normal distribution for sufficiently large n,
where subscript 7 has been used to denote population i and n; denotes the sample
size in population i, (i = 1, 2).
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4. EXAMPLE

The purpose of this section is to show some applications of the above results when
a=2and - .

How to choose the right weights is a delicate problem in general. Vector U may
depend on P and/or on some other information about the events involved. Here we
consider the situations analyzed by Guiasu (1991) in Example 2, i.e., we suppose
that taking a random sample of size n = 300 from a discrete probability distribution
we obtain the relative frequencies P given in the second column of table 1 and the
corresponding weights, U, given in the third column of Table 1. If we want to test
the null hypothesis that P comes from the probability distribution mentioned in the
last column of Table 1, the critical region test is

'/ (€(a,p) (P, U) =

E,
p 0) | > 20.025 = 1.96

|Z1|=|

where 29,025 is the value veryfing P(|Z| > z0.025) = 1.96, provided Z is a normal
random variable with mean zero and variance 1.

Table 1

P U P

1 0.2000 0.18 0.2097

2 0.2167 0.16 0.1751

3 0.1033 0.12 0.1234

4 0.0667 0.09 0.0869

5 0.3367 0.39 0.3538

6 0.0766 0.06 0.0511
Now, n = 300,

&% = 0.09587589,

Eo = G(a,ﬁ) (P, U) = 0.2802601

and

€(a,5)(P,U) = 0.2709551.

So we obtain Z; = —1.681006 and thus we can not reject the null hypothesis.
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