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On the sign of Colombeau functions

and applications to conservation laws

Jikf JELINEK, DALIBOR PRAZAK

Abstract. A generalized concept of sign is introduced in the context of Colombeau
algebras. It extends the sign of the point-value in the case of sufficiently regular
functions. This concept of generalized sign is then used to characterize the
entropy condition for discontinuous solutions of scalar conservation laws.

Keywords: Colombeau algebra, generalized sign, conservation law, entropy con-
dition

Classification: 46F30, 35L67

1. Introduction

Colombeau algebra of generalized functions ¢ extends the theory of distribu-
tions so that not only arbitrary differentiation, but also multiplication of elements
of ¢4 is defined. An interesting feature is that the product in ¢ is not always con-
sistent with the natural pointwise product. A typical example is the Heaviside
function h, for which

(1) uh - th # uh,

th being the canonical embedding into ¢. Intuitively speaking, h is somewhere
between 0 and 1 if x = 0. Hence, if h - h — h is not zero, the reason is that it is
negative at £ = 0. One of the objectives of this paper is to introduce a generalized
concept of sign which is motivated by the above heuristics. The main idea is to
detect the sign by multiplying with a class of singular distributions.

Later sections of our paper are devoted to application of the generalized sign
to simple conservation law

(2) Ogu + Ogb(u) = 0.

Assume u € L{%, is given. Applying the canonical embedding, we find its represen-
tative [u] € ¢4, and then evaluate the equation with all the operations (derivative

and composition) interpreted in ¢.

The second author was supported by the research project MSM 0021620839 financed by
MSMT, and also by the project GACR 201/08/0315.
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As expected, if u is a weak solution (in the usual sense) to (2), then [cu] does
not satisfy the same equation in ¢. Certain “error term” m appears on the right-
hand side, which is zero only in the weaker sense of association. Examples show
that this is intimately related to (1). Here we find another motivation for the
concept of generalized sign. It is supposed to serve as a sort of finer criterion,
which enables us to detect the admissible (entropy) solution, based on the sign
properties of the “infinitesimal” term m.

So far, many authors have studied various PDEs in the context of Colom-
beau algebras, and hyperbolic problems seem to be of a special interest. See
Colombeau’s survey paper [1] and the monograph [9] in particular. Concerning
the hyperbolic shocks, we refer to [4], [11]. For more recent results, concerning
various problems of fluid mechanics, see for example [8], [14] and [15].

In the above works, the Colombeau algebra (or some other nonstandard space)
is a priori taken as the underlying functional space of the problem. In some cases,
special modifications of Colombeau’s original constructions are used ([14], [15]).
The (non)existence of solutions is thus studied directly in ¥.

In the present paper we adopt a somewhat different point of view. Our central
interest lies in the concept of entropy solution, which belongs to the classical ana-
lysis. Secondly, the generalized sign is always detected via a multiplication with
a distribution which arises as a derivative of a certain (possibly discontinuous)
function in the ordinary sense. Hence, despite of the use of Colombeau algebras,
our approach has several similarities or common links with the classical analysis
of hyperbolic problems. Let us mention some of them.

Roughly speaking, to analyze the equation in the context of Colombeau al-
gebras means that the solution is first mollified using a suitable smooth kernel,
and the equation is then evaluated on this smoothed function. The resulting ob-
ject is studied when the kernels converge to a Dirac mass. The key point of the
Colombeau analysis is that, as is well-known, the convolution does not commute
with nonlinear operations, and hence an additional nontrivial information can be
extracted about the weak solution in this way. Here, one is reminded of the classi-
cal “commutator estimates”, see e.g. [5, Theorem II.1]. Indeed, our Lemma 4 can
be seen as version of commutator estimate in the context of Colombeau functions.

One can also see an analogy between our analysis and the so-called kinetic
formulation of conservation laws (see [6], [10]). In this approach, one first solves
a somewhat artificial kinetic formulation of the given equation, adding a new
variable y. Integrating over y then yields the solution of the original equation. It
is interesting to note that entropy solutions arise from the solutions of the kinetic
equations which contain certain nonnegative terms (measures) to be present on
the right-hand side.

In some sense, our approach provides a converse result. We show that a classical
solution, when evaluated in a more complicated setting of Colombeau algebras,
leaves a certain additional term on the right-hand side, and this term has a correct
sign if and only if the original solution is the entropy one.



Generalized sign with applications

The content of the paper is the following: in Section 2, we review the basic
Colombeau theory. We also introduce the concept of unconditional association,
which will be useful in the sequel. In Section 3 we define the generalized sign
for functions in R. We show that it has a number of natural properties; among
others, we relate the generalized sign to the sign of the value of the distribution.

In Section 4 we introduce the generalized sign for functions in R2. This is
the setting we need for our later applications. Section 5 briefly reviews the basic
theory of the equation (2). In particular, we recall the classical concepts of weak
and entropy solutions. The same equation is studied in Section 6 from the point
of view of Colombeau’s algebra. Here we prove the main theorems about the
characterization of weak and entropy solutions. Some examples are discussed in
Section 7.

2. Basic Colombeau theory

We use the following standard notation: € is a domain in R™, 2(2) or simply
2 is the space of infinitely smooth functions with compact support, 2’(Q) is the
space of the distributions, the duality between those spaces is denoted by (-, -).
The space of locally integrable and locally bounded functions is denoted Li. . and
L%, respectively.

The symbols 0% (« is a multiindex) or 9;, J,, denote the derivative in the
classical sense, distributional derivative, and the derivative in the Colombeau
space. The meaning is clear from the context. We also use ¢, ¢ to denote
classical derivative of the function g of one real variable.

We follow the standard construction of Colombeau algebra; see [2], [9] for
details. We set

Ao ={p € 2(R"); [p(x)ds =1},
Ay = {90 € Ap; /:1:0‘<p(gc)dcc =0, Va, 1< |a| < q},

where o € NjJ is a multiindex with height |«|. The representatives R € &(12) are
functions

R: Ao x Q) —R
such that R(yp, «) € C*(Q) for any ¢ € Ag fixed. Denoting further
pe(z) = "p(z/e),

we recall that the Colombeau construction is based on two important algebras:
the algebra &\(€2) of moderate representatives R which satisfy

(VK eQ)(VaeNg)(IN, geN) (Vo € Ay)
(eo, ¢>0)(Ve € (0,20)) [ sup |0%R(pe, )| < CE_N],
zeK
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and the ideal A4(Q) of negligible representatives R, given by
(VK eQ)(VaeNg) (VM >0)(3geN)(Vy € Ay)
(eo, ¢>0)(Ve € (0,20)) [ sup |0%R(¢pe, )| < CEM].
rzeK

Colombeau algebra of generalized functions is defined as a quotient
9(Q) = Eul)/ N ().

It is convenient to denote the elements of ¥(Q2) by [R], where R € &u(Q) is an
arbitrary member of the equivalence class. R is called a representative of the
generalized function [R]. So [R'] = [R] if and only if R’ — R € A4'(Q). Sometimes,
if needed, we use the notation [R(p, z)] meaning the same as [R].

The operations on ¥¢(2) are defined via the representatives; it is a matter of
routine to check that all the definitions below are in fact independent on the
particular choice of the representative in view of the properties of A (Q).

For [R], [S] € 49(R2) one defines [R]£[S] = [R+S], [R][S] = [RS], 0%[R] = [0*R]
and the derivative of R means the derivative with respect to the second variable,
i.e. O%R(p,x).

By Cyf(R) we denote the space of infinitely differentiable functions f with
moderate growth, i.e.

(Vk 2 0) (AN, > 0)(Va € R) [|f¥) (@)] < (1 + |a]))].
The composition of a function g € Cgf (R) with [R] € ¢4(Q) is defined by

go[R] = [g(R)].
Remark that for [R], [S] € 9(Q), g € C52(R), we have

@) 92 ([R][S]) = 0:[R][S] + [R]0.[S],
Oz(g o [R]) = (¢" o [R]) 0= [R];

i.e., the Leibniz rule and the chain rule hold as expected.
The canonical embedding ¢ : 2/(Q) — &u(f) is defined via the canonical
representative /7', given by!

(e, ) = (T(y), ply — 2)).

L () (regular distribution) gives

loc

A special case f € L
uf (e, ) = /f(w +y)e(y) dy.

LA distribution T is denoted by T'(y), when the duality is taken over the explicitly written
variable y.
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For x € K € Q and ¢ fixed, :T (e, ), tf (¢, x) make sense for e sufficiently small,
which is enough in view of the definition of .4 (). See e.g. [2, §1.2-1.3] where it
is shown that for the definition of the generalized function [R] the representative
R need not be defined on the whole of Ay x  if only R(¢e, x) is defined for (¢e, x)
needed in the definition of & and A".

Remark that the application [¢] : T +— [¢T] of 2'(€2) into 4(2) is also injective,
ie. /T € A (Q) only if the distribution T' vanishes.

If needed, we use the abusive notation ¢(f(«)) with the same meaning as ¢f or
t(f). Note that the explicitly written variable = of the function f has nothing to
do with the variables of the representative ¢ f.

Note also that

(4) 10%T = 0% T.

We say that representatives R, S € &m(fQ) are associated (or R is associated
to S), if

(Vwe 2(2))(3geN) (Ve € Ay)

(5) lim [ (R(¢e,z) — S(¢pe,z))w(z)dz = 0.

e\.0
We write R =~ S. In that case the generalized functions [R], [S] are called associ-
ated, too. Evidently this does not depend on the choice of representatives. The
association is an equivalence on &y (2) and on 4(Q2). We say that [R] € 4(Q) is
associated to a distribution T' € 2/(Q2) and denote R~ T, if R~ .T. So /T =T
for any T € 2'(Q).

For the intention of this paper, we call the association unconditional, if (5)
holds for all w € 2(02) and ¢ € Ag. This relation concerns representatives, but
does not concern generalized functions. Evidently R € &(£2) is unconditionally
associated to (T for T € 2'(Q), if and only if

(6) (Vwe 2(9)) (Ve € A) Elii%/R(ws, r)w(x)dr = (T, w).
Equivalently,
(7) (Ve € Ao) ;@)R(%, )=T in Z2'(9Q).

We say in that case that the representative R is unconditionally associated to
the distribution T'. Recall an important property of barrelled spaces. If for some
v € Ap and for all w € 2() the finite left-hand side limit in (6) exists, then the
linear form T defined by (6) is automatically continuous on 2(Q) ,i.e. T € 2'(Q).
See [13, Théoreme XIII, p. 74] or [12, Theorem 6.17, p. 146].

If in addition o € C*°(Q2), we have even

(8) (Vo € A) ;l{% to(pe, o) =0 in C®(Q).
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The functions to(¢e, «)tT(pe, o) have the same limit T in 2'(Q) as the functions
t(oT)(pe, o), SO

9) 1o T =~ 1(aT)

and the association is unconditional.

For o € C>(), it is well-known that to(p, z) — o(z) € A (£2), so the function
o independent on ¢ also is, beside 1o, a representative of [to]. Thus the canonical
embedding [¢] into & preserves the multiplication of smooth functions: [t(c102)] =
[to1] - [to2], while in other situation (e.g. (9)) we have only association.

Observe that, given R, S € &u(Q), T € 2'(Q),

R~S = 0°R=~0°S

(10) R~T = 0“R~ 0°T.

Moreover, if the left-hand associations are unconditional, so are the right-hand
ones, too.
Further, we use the following — not commonly used — concepts. We write

RZ0. [RIZ0

if R is associated to a non-negative distribution. Recall that T' € 2'(Q) is non-
negative, if (T,w) > 0 for any w € Z(Q2), w > 0. Note that a linear form T on
2(Q) is automatically continuous (is a non-negative measure), if it is non-negative
in the above sense.

Finally, we say that R € &u(f2) is (unconditionally) locally bounded, if

(11) (VK €Q)(Vy € Ag)(Fe>0)(3eo > 0)(Ve € (0,20)) 5161}13 |R(pe, z)| < c.

It is clear that if u € L{S , then its canonical representative cu is locally bounded
in the above sense.

Remark. Note that if R € &v(Q) is locally bounded, then the composition
g(R) belongs to & () even if g is a smooth (but not necessarily moderate)
function. This can be proved by a simple modification of [2, Proposition 1.4.2].
Similarly, the resulting generalized function [g(R)] is independent of the choice
of the (unconditionally) bounded representative (cf. [2, Theorem 1.4.3].) In the
following, we will use this type of composition frequently.

If g € C*(R), u € L2 (), then the classical composition, denoted by g(u) or

loc

g o u, belongs to Lo () and we have

loc
(12) Ugou)~ g(wu).

The association is unconditional. Indeed, evidently the representatives ¢(g o
u)(pe, ) and g(wu(pe,x)) are locally bounded and tend to g(u(z)) (¢ € Ao,
e\, 0) at the Lebesgue points x of g o u and of u, i.e. almost everywhere. So we
obtain the assertion easily from the Lebesgue majorization theorem.



Generalized sign with applications 251

We conclude with examples that will be useful also in the following. The
Heaviside function h € L{ (R) is defined as h(z) = 0 for z < 0 and h(x) = 1 for

loc
x > 0. The Dirac distribution §y € 2’(R) is given by (o, w) = w(0), Vw € Z(R).
One has 9,h = dp in Z'(R). Note that d¢ is a non-negative distribution.
The corresponding canonical representatives H := th, Ay := 1y read

(13) H(p, ) :/_w ©(y) dy,

It follows that 0, H = Ag.

3. Generalized sign in dimension 1

In this section we introduce the generalized sign in R.

Definition 1. We say that [R] € ¢(R) is non-negative in the generalized sense
at the point z = 0, if for arbitrary non-decreasing g € C*°(R)

(14) R-0,9(H) Z 0.
We write [R](0) > 0.
The relation [R](0) < 0 is defined in an analogous way.

The symbol [R](0) can be interpreted as the germ of the generalized function
[R] at the point = 0. Note that d,g9(H) = ¢'(H) - Ao, hence instead of (14) we
can require

(15) R-(H)- Ao 20,

where v = ¢’ € C*°(R) is an arbitrary non-negative function. The intuitive
meaning of the definition is clear: to detect the sign at a given point, we multiply
by a class of non-negative singularities.

The definition extends to points x other than zero in an obvious way. The
property is local, and one easily verifies the linear properties, e.g.

[R](0) >0, [S](0) >0 = [R+ S](0) > 0.

It would be interesting to see whether some nonlinear properties also hold, as for
example

(16) [R](0) >0, [S](0) >0 = [RS](0) > 0.

We will provide at least some partial answers later. Let us proceed with a propo-
sition which is useful in studying further properties of the generalized sign.

Proposition 1. Let m € C*°(R). Then

m(H) - A ~ (/01 m(s) ds> 8o.
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PROOF: The left-hand side equals 0,{M(H)}, where M’ = m. Now M(H) =~ f
(see (12)), a regular distribution with the value f(z) = M(0) for z < 0, f(z) =
M(1) for z > 0. By (10),

DL M(H) = 0, f = {M(1) — M(0)}6 = ( / () ds) 5o,

O

One intuitively thinks of the Heaviside function as being somewhere between
0 and 1 for z = 0; our concept of generalized sign is consistent with that.

Proposition 2. Let m € C*°(R). Then [m(H)](0) > 0 if and only if m(s) > 0
for all s € (0,1).

PROOF: By the previous proposition
m(H)0:{g(H)} = m(H)g'(H)udo
= {mg'}(H)ido

= ([ msig')ds) o

Clearly the integral is non-negative for any g € C°°(R) non-decreasing if and only
if m >0 on (0,1). O

As a corollary we deduce that [H](0) > 0, [H?> — H](0) < 0. Both signs are
strict (in the sense that opposite inequalities do not hold). Note that H? — H is
(unconditionally) associated to zero.

Let us turn again to the problem whether (16) holds. Proposition 2 gives a
positive answer if R = m(H), S = m(H) for certain m, m € C*°(R). Another
partial result is given in the following:

Recall that F € 2'(R) admits the value k¥ € R at the point z = 0 (in the
Lojasiewicz’s sense [7]), if for every ¢ € Ay

il\r‘%<F7 Pe) = k.
Proposition 3. Let F € 2’'(R) admit the value k € R at the point = 0. Then
[tF](0) > 0 if and only if k > 0.

PROOF: We can write ' = Fj + k, where Fy admits the value 0 at x = 0. In view
of (15) and Proposition 1, for the constant function k, [¢k](0) > 0 if and only if
k > 0. Hence, it suffices to show that

(17) H{% tFo(pe, )g' (H (e, 7)) Ao (pe, T)w(z) de = 0,
N0 Jr

where w € Z(R) is fixed. Recall that

tFo(pe, ) = (Fo(y), pe(y — ).
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Since (cf. (13))
H(pe,ex) = H(p, ),
by substitution © — ex the integral in (17) equals

/R (Folw), el — e2)) o (H(,2)) o) w(exr) de

= <Fo(€y), /Rw(y — ) g (H(p,2)) p(—2) w(ex) d:v>-

x(y.€)

Here Fy(ey) is defined by (Fy(ey), ¢(y)) = (Fo(y), v<(y)). In order to prove (17),
it is enough to consider a sequence €, \, 0. By our assumption, Fy(e,y) — 0
weakly in 2'(R). However, for sequences of distributions the weak and strong
convergence coincide (see e.g. [13, Théoreme XIII, p.74]). On the other hand,
X(-,en) form a bounded set in Z(R), in view of smooth dependence on ¢ and
uniformly bounded supports. Hence (Fy(e,y), x(y,&n)) — 0 and we are done. [

As a corollary, we obtain that if x = 0 is a Lebesgue point of f € L{ (R) (in

loc

particular, if f is continuous at x = 0), then [¢f](0) > 0 if and only if f(0) > 0.

4. Generalized sign in dimension 2

In this section we extend the concept of sign to generalized functions that are
defined in R2. We do not, however, speak of the sign at a point, but at a line.

We use the notation that is suitable for our later applications to evolutionary
PDEs: the considered domain is @ = R x (0, 00), with the variables denoted by
x and t.

We introduce . € 2'(R?) by

0 = Ozh(z — c(t)),

where ¢ : R — R is a given smooth function. The derivative is computed in
2'(R?). The corresponding canonical representatives will be denoted by

(18) H. :=(h(z — c(t))),
(19) A, =16,
One has

Hoio.t) = [ oy =clt +5)ply, ) dyds

(20) = / oy, s) dyds,
z+y>c(t+s)

Au(giant) = Oy Holgi 1) — / o(elt + 5) — ,5) ds.
R
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Definition 2. We say that [R] € 4(Q) (Q C R?, open) is non-negative (resp.
non-positive) in the generalized sense at the line {& = c¢(t)}, if for arbitrary
g € C*°(R) non-decreasing, the product

R-0;(go H.)

is associated to a non-negative (resp. non-positive) distribution on Q. We write
[R]{x =c(t)} > 0 (resp. [R]{z = c(t)} < 0). We use this definition namely for
Q=R%2or Q=Q.

Observe that 9,(g o H.) = (¢’ o H.) - A.. Thus the sign is again detected by
multiplying with a certain class of positive singularities.

Basic properties of the sign in R? are analogous to the results in R. We will
prove only those that will be needed in the sequel. In analogy to Proposition 1,
we establish:

Proposition 4. Let m € C*°(R). Then

m(H,) - Ao~ (/01 m(s) ds> 5.

PRrROOF: We have

m(Hc) : Ac = 890 (M(Hc))a
where M € C°°(R) is primitive to m. Now M (H,) is associated to a regular
distribution (cf. (12)) equal to the function M (h(x —c(t))). One finds easily that

its 0, (distributional derivative) is (M (1) — M (0))d.. The conclusion follows by
(10). O

An immediate corollary is the following proposition.

Proposition 5. Let m € C*°(R). Then m(H.){x =c(t)} > 0, if and only if
m(s) > 0 for Vs € [0, 1].

PRrOOF: Completely analogous to the proof of Proposition 2. (Il

The rest of this section is devoted to proofs of several auxiliary results of
technical nature. In particular, Lemma 3 below asserts that the generalized sign
in R? can be detected by a more general class of functions depending on ¢. This
result will be needed in our later applications.

Lemma 1. Let c(t), o(t) € C*°(R). Then V¢ € A
(i) the representative
L(U(t)h(:c — c(t))) (pe;x,t) — o(t)He(pe; x, t)

tends to 0 locally uniformly w.r. to z, t as e \, 0;
(ii) the representative

81L(O'(t)h(17 - c(t))) (pe;x,t) — o(t)Ac(pe; x, t)
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is locally bounded;
(iii)
/|Ac(g08;x,t)| dx
is bounded independently on t > 0 and on sufficiently small € > 0.
PRrROOF: One has
@) doOhe - cO)snt) = [ ol s)puly.s) dyds.
z+y>c(t+s)
Concerning (i), we thus need to estimate (cf. also (20))
(22) / [O’(t +s) — U(t)] e (y, 8) dyds.
z+y>c(t+s)

Assume that |z|, [t| < k and let further supp ¢ C [—k,k]? and |p| < k. As the
integrand is zero for |s| > ke, we have the estimate |o(t + s) — o(t)| < ke, and
(22) is estimated as

k’s/ lo(y, s)| dyds = ke.
R2

To handle (ii), we first deduce from (21) that
Out(c()h(z — c(t)))(pe;z,t) = /eR o(t+ s)pe(c(t +s) —x,s)ds,

and proceeding as above we get (see (20) again)
‘ /GR [o(t + ) — o(t)] @< (c(t + s) — x,5) ds

<kKe / |o( 7””) 2,%)|ds
=2
[s|<ke

<Ek"

Concerning (iii), we proceed similarly as in (ii):
[18cteaanlde < [ loutele+5) ~ a.5) dsdo
s)—x s 1 T s
*/62‘90 L |da:ds— / ;‘gﬁ(g,g)‘d:cdsgélkzmaxkﬂ.

Ix<ke
|s|<ke

255
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Lemma 2. Let f be a non-negative, continuous function on K € R2; let n > 0
be given. Then there exist non-negative functions v, 1, € Z(R), n=1,...,N,
such that

N
’f(yvt)_Z'Yn(y)1/}n(t>’ S"], V(y,t)GK.
n=1

PROOF: We can assume that K C [1 I 4] and f is non-negative and continuous
on [0,1]2. The key step are the Bernstein polynomials

B0 = 3 1 (i) (N ) <]§/>yk(1—y)N/ktj(1—t)N/j

Jkl

= Z Vi (Y) 5. (

7,k=1
where e.g.

nls) = 1 () ()= 0)¥

by (t) = (]jl) t(1— )N~

As is well-known, they approximate f uniformly, and obviously preserve non-
negativity on [0, 1]. We then modify v, x, ¥;, outside [+ 1 4] as needed and replace
the double-indices j, k with n running from 1 to N := N’ 2, O

Lemma 3. Suppose the representative R € &y (Q) is locally bounded (defined
by (11)), o,u € C*°(R), o > 0. Then the following are equivalent:

(i) for any non-negative I' € C*°(R?), the representative

R(p;x,t) - T(He(ps 1), t) - Ac(ps 2, t)

is unconditionally associated to a distribution, resp. to a non-negative
distribution;
(ii) for any non-negative v € C*°(R), the representative

R(p;x,t) -y (o(t)He(ps . t) + u(t)) - Ac(p; w,t)

is unconditionally associated to a distribution, resp. to a non-negative
distribution.

PRrROOF: Implication (i) = (ii) is obvious.
Conversely, let (ii) hold; we want to show that

(23) /Q R(pe; x, t)F(HC(<p5; x,t), t) Ac(pe; x,t) w(x, t) dedt



Generalized sign with applications 257

has a finite (resp. non-negative finite) limit as € N\, 0, where w € 2(Q), w > 0,
¢ € Ap are fixed. It is enough to consider (z,t) € supp w. As H. is locally
bounded, there is a compact K € R? such that, denoting

y = o(t)He(pe; ;1) + u(d),

we have (y,t) € K for all ¢ > 0 small enough provided (x,t) € supp w. By
Lemma 2, we can write

N
T (Y5 1) = ;mym(w +2(.1),

where |z(y, t)| < n for (y,t) € K. Hence (23) is equal to

N
> [ Rlgai.) (o Helpeinnt) + u(®) a0
n=1 Q
“A(pe;x,t) w(z, t) dedt

—l—/QR(cpg;x,t)z(a(t)Hc(goa;x,t) +u(t) t) - Ac(pe; z, t) w(w, t) dadt.

Lemma 1(iii) yields that the last integral is O(n). The sum has a finite (resp.
non-negative finite) limit as € \, 0 by (ii), hence the same holds for (23), as it is
independent of (arbitrarily small) 7. ([l

5. Scalar conservation law

We consider a simple conservation law
(24) Ogu + Ogb(u) = 0.

Here u = u(x,t) : @ — R, is the unknown function, @ = R x (0,00). The
non-linearity b € C*°(R) is given.

Below we review the basic theory. These results are nowadays classical and
can be found in many books, e.g. [3].

It is well-known that the solutions to (24) need not be (globally) smooth or even
continuous; this fact is in agreement with the underlying physics. One introduces
the concept of weak solution.

Definition 3. A function u € L2 (Q) is called weak solution to (24) if

loc

(25) /Q (1 0ol 1) + blu(a, 1))s00(a, 1)) dvdt = 0

for all w € 2(Q). This means that u fulfils (24) in 2'(Q).
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Proposition 6. Given u € L2(Q), we set
(26) U(eu) = 9 (vu) + 9, (b(ww)).

In other words, £(1u) € &Em(Q) is the left-hand side of (24) evaluated in &yr.

If ¢(u) is the left-hand side of (24) evaluated in @', then ¢(wu) is unconditionally
associated to the distribution ¢(u).

Consequently, u is a weak solution if and only if [¢(vu)] = 0. In that case, the
association is unconditional.

PRrROOF: Given w € Z(Q), ¢ € Ao, one has (see (26))
/ L(u)(pe; 2, t) w(x, t) dedt =
Q
- / (Lu(gas;x,t)atw(:zr, t) + b(Lu((pE;x,t))axw(x,t)) dxdt.
Q

Now wu(pe;x,t) — u(z,t) locally boundedly almost everywhere in @ as € \ 0,

hence the last integral converges to (¢(u),w). O
Proposition 7. For u € L. (Q), b € C(R) (the non-linearity of (24)), denote
(27) M = b(1u) — tb(u).

Then M (., x) is locally bounded (defined by (11)), tends to 0 for almost all x
(p € Ag, € \, 0), is unconditionally associated to 0, and we have the characteri-
zation:

u is a weak solution to (24), if and only if

(28) L(wu) = 0, M.

PROOF: For the properties of M, see (12) with its proof. Using (26), (4), (3), we
get,

(28) & Oyeu + 9;b(wu) = 9xb(wu) — LIxb(u) < ¢ (Opu + 9xb(u)) = 0.

As [1] is injective, this means that the distribution d;u + 9,b(u) is equal to 0 in
2'(Q), so that u is a weak solution. O

One observes, however, that there exist multiple weak solutions with the same
initial condition: functions uq(z,t) = h(z —t), and

0 <0
uz(z,t) = & 0<z<2t
1 T > 2t

are weak solutions to

(29) A+ 0,u =0
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with the same initial condition u;(z,0) = h(z), i = 1, 2.

Apparently, the concept of weak solution is too weak. One has the intuition
that some information about w is lost in the term b(u), in situations where the
composition is interpreted pointwise near the points of discontinuity. This intu-
ition seems to be also behind the concept of entropy solution.

Definition 4. Functions 7,19 € C*°(R) are called entropy/entropy flux pair for
(24), if (i) n is convex and (ii) ¥'(s) = V' (s)n'(s) for Vs € R. We say that
u € L2 (Q) is entropy solution to (24) if for all entropy/entropy flux pairs 7, ¢
one has

(30) /Q (n(u(m,t))@tw(:v, t)+ @[J(u(x,t))ﬁmw(x,t)) dxdt > 0

for all non-negative w € 2(Q). This means that for all entropy/entropy flux pairs
7, 1, the distribution d;n(u) + 9, () is a non-positive measure.

Behind this definition one finds the formal calculation:

Ou + b (u)du
Am(u) + Ot (u

This of course cannot be justified if w is only a weak solution. It turns out that
entropy solution is a stronger concept than weak solution.

In the example above, u; is not an entropy solution; while us is — in virtue of
being sufficiently regular.

The importance of the concept of entropy solution is highlighted in the cel-
ebrated uniqueness result of Kruzkov. Note that the time derivative of weak
solutions lies in L{°.(0,T} (V[/licl)’), hence a suitable continuous (w.r. to time)

representative can be defined (see e.g. [3, Theorem 4.1.1]). In particular, one can
speak of value u(t, ) for every ¢t > 0.

Opu + Opb(u) =0
0 /-n'(u)
)=0

Theorem 1. Let u, @ € L§S(Q) be entropy solutions to (24). Then

loc
R R+K
/ |u(z,t) — u(z, t)| de < / |u(z,0) — a(x,0)| dz,
-R —R—-K

where K > 0 depends on t, L°°-norm of u, a, and b(-). In particular, the entropy
solution is uniquely determined by the initial condition.

PROOF: See e.g. [3, Theorem 5.2.1]. O

6. Applications of the generalized sign

In this section we want to look at the equation (24) in the context of Colom-
beau theory. If u is a weak solution, one cannot expect that [((wu)] = 0, i.e.,
the equation does not hold with the strict equality in ¢. Our main objective
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is to characterize the weak and entropy solutions in terms of the properties of
[¢(:n)]. In particular, we aim to characterize the entropy solution in terms of its
(generalized) sign properties.

We start with a simple observation.

Proposition 8. Let u € LY (Q), n € C*(R). Then {(wu) - 1’ (tu) is uncondition-
ally associated to the distribution 9yn(u) 4+ 0, (u), where ¢ is a primitive to b’/ .
Consequently, u € L§2 (Q) is an entropy solution to (24) if and only if for arbitrary

loc

non-decreasing g € C*(R)
(31) Lu) - g(ew) S0 on Q.
ProoOF: By (26), (3), (4) and (12),

O(e) - ' () = (Opeu + b (cu)dpeur) - 1 (Lu)
= Om(wu) + 0¥ (wu) = dn(u) + O (u)

and by (12) the association is unconditional. As 7 is convex in the case g =1’ is
non-decreasing, the conclusion follows from Definition 4. O

oo

Let us now consider solutions u € Ly,

(@) with the special structure:

u(z,t) = o(t)h(x — c(t)) + uo(x, t),
(32)
where o # 0, o, ¢, ug are smooth.
In other words, the solution admits a jump discontinuity along the curve x = ¢(t).
It can be shown (see [16, Theorem 5.9.6]) that the function of bounded variation
is, roughly speaking, locally of such structure. Since the space BV is a natural
setting for our problem (see [3]), the assumption (32) is in fact less restrictive
than it might seem at the first sight.
Now, after the following lemma, we can formulate our main theorem. It claims
that in the case of solutions (32), the entropy condition is equivalent to a certain
sign condition of the “error” term M.

Lemma 4. Let a weak solution u to (24) have the form (32). If M is defined
by (27), then for arbitrary n,v € C*(R) with ¢’ = by’ (Definition 4(ii)), the
representatives

M -0, (n'(w)) and  M(p;z,t)- 0. (o(t)He(p; z,t) + uo(c(t), t))

are unconditionally associated and both are unconditionally associated to the
distribution —dn(u) — Oxp(u) € 2'(Q). In addition, the representative M -
Oy (n’ o Hc) is unconditionally associated to a distribution on Q.

PRrROOF: By Proposition 7, £(wu) = 9, M. By Proposition 8,

O M - (tu) = £(wu) - 0 (tu) = Oym(u) + Opth(u)
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and the association is unconditional.
‘We have

Ou (M -/ (vu)) = 0; M -1 (vw) + M - Oy’ (vur).
As M and 7'(wu) are locally bounded and the representatives M (pg; x,t) tend to
0 (Vo € Ap, €\, 0) almost everywhere (Proposition 7), one easily deduces by the

Lebesgue majorization theorem that M -n'(tu) is unconditionally associated to 0.
So is 0y (M -/ (wu)) (see (10)) and we deduce

(33) M -9, (' (tu)) ~ =0 (u) — Ozt (u)

and the association is unconditional. For u of the form (32), the left-hand side of
the association (33) reads

M 0" (vu) - Opru = M -0 (Lo (t)h(x — c(t))) + wug) - (Out (o (t)h(z — c(t))) + Dztu).

As above, we deduce by the Lebesgue majorization theorem that
M -9 (wu) - Oztug is unconditionally associated to 0. Hence the left-hand side of
(33) is unconditionally associated to

M " (t(o(t)h(z — c(t))) + tuo) - Out(o(t)h(x — c(t))).
By the same token, using Lemma 1(ii), this is unconditionally associated to
M(py,t) -0 (Lo (Oh(z — c(t))) (93 2,) + tuo(p; 2, 1)) - o () Ac(ps 2, 1)
By Lemma 1(i) and (iii), this is unconditionally associated to
M(ps@,t) - 0" (o(t)He(ps 2, 1) + wuo(p; 2, 1)) - o () Ac(p; 2, 1)
and similarly also to (cf. (8))
(34) M(p;z,t) - 0" (o(t)He(p; 2, ) 4+ uo(x, 1)) - o(t)Ac(p; 2, 1).

Thanks to (33), we see that this representative is unconditionally associated to
the distribution —dyn(u) — 0y (u). Now we prove that ug(z,t) can be replaced in
the last expression with ug(c(t),t). Indeed, the unconditional association of (34)
is defined using the limit

(35) lim [ M(ee;z,t) 0" (0(t)He(pe; 2, 8) + o (2, 1))

co(t)Ac(pe; 2, t) w(x, t) dedt.

First, thanks to the integral expression (20) of A., this is equal to

lim M(pe;a,t) -0 (c(t)He(pe; 2, t) + uo(z, 1))
£

co(t)pe(c(t+s) — x, ) w(x, t) dedsdt
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and then, substituting x, we obtain

g{% M(pe;x+ c(t+ 5),t)

" (0O He(pei o + c(t + 5),1) + uo(z + et + 5), 1))
co(t)pe(—x, 8) w(x + c(t + s),t) dedsdt.

If e.g. supp ¢(z,s) is contained in |z| < k, |s| < k, and supp w(z,t) is contained
in x| <k, || < k, we can restrict the integration on |z| < ke, |s| < ke, |t| <
k. Replacing ug(x,t) with ug(c(t),t) in (34) only results in replacing the term
uo(x + c(t + s),t) in the last integral with ug(c(t),t). As M and H, are locally
bounded, ug and 7" locally Lipschitz and |¢.| < % max|¢|, this replacement has
no effect on the limit (35). So we obtain that the representative

M (p;z,t) - Opn (o (t) He( 52, t) + uo(c(t), 1))

(36) = M(QD, €T, t) ’ 77” (O'(t)Hc(SD; €T, t) + UO(C(t)v t)) ’ U(t)Ac((p; T, t)

is unconditionally associated to (34) and by (33) also to the distribution —dn(u)—
0:%(u). Finally, we apply Lemma 3 for R= M, v=¢', g =1/, u(t) = uo(c(t), ).
As n” € C*(R) is an arbitrary nonnegative function and the statement (i) of
Lemma 3 depends neither on o(t) nor on ug(c(t),t), we can choose o(t) = 1 and
u(t) = ug(c(t),t) = 0 in the equivalent statement (ii). We get M - (n” o H.)- A, =
M - 0,(n o H.) is unconditionally associated to a distribution and the lemma is
proved. (Il

Theorem 2. Let a weak solution u to (24) have the form (32). Then the following
are equivalent.

(1) u is an entropy solution to (24).
(2) For the representative M defined by (27),

(37) [o(t)M (p; z, )] {2 = c(t)} = 0.

To put it loosely, the generalized sign of [M] on x = ¢(t) is (non-strictly)
the same as the sign of the jump o(t).

PROOF: By Definition 4, the assertion (1) of the theorem is equivalent to: for
arbitrary convex n € C*°(R) and ¢/ = by, On(u) + 09 (u) is a non-positive
measure. Consequently, by Lemma 4, the assertion (1) of the theorem is equivalent
to: the representative

M(p;a,t) - 9pn (o(t)He(p; 2, t) + uo(c(t), t))

is unconditionally associated to a non-negative measure. The last expression is
equal to (see (20))

M(p;,t) - 0" (o (t)He (s m,t) 4 uo(c(t), 1)) - o(t)Ac(p; 2, t).
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For an arbitrary convex function n € C*°(R), n” € C*°(R) is an arbitrary non-
negative function and we can use the equivalence of assertions (i) and (ii) of
Lemma 3 (R means M, u(t) means ug(c(t),t)). The assertion (i) is independent
on o and u, so we can choose ¢ = 1 and u = 0 in the assertion (ii), too.

Thus, we obtain that the assertion (1) of the theorem is equivalent to: For
arbitrary non-negative v € C°°(R), the representative My(H.)A. = M9,(go H,)
(where ¢’ = «) is unconditionally associated to a non-negative distribution.

It is sufficient to say “associated” instead of “unconditionally associated”, be-
cause by the previous lemma the association is automatically unconditional. The
theorem follows by Definition 2. (|

7. Examples
1. Consider the equation
O+ O,u> =0
and set u = h(x — t). This has the special form (32) with o(¢) = 1. Denoting
tw = Hy_4, we have

K(LU) = 8th7t + 81 (Hmft)2 = (%cM,

where, as one easily verifies, Oy H,_; = —0,H,_¢, and thus we can take

M= (H,)* = Hy .

Obviously M = 0 (unconditionally), and by Theorem 7 we see that u is a weak
solution. On the other hand, by Proposition 5, [M](x = t) > 0 does not hold.
Thus « is not an entropy solution.
2. Consider the equation
4
Oru+ 0, =0

and u = h(—2x +t) =1 —h(z —t/2). One has tu =1 — H,_;/5. Hence

(o) = (1 — Hy—yyo) +0a (1 — Hyoyo) " = 8.,
where

M= 3[(1= Homapa)' + Homgpp = 1].

Clearly M ~ 0, hence u is a weak solution.

One can write M = m(H,_;/2), where m(s) = ((1 — s)* + s — 1)/2, which is
negative for s € (0,1). Hence, the generalized sign of M at x = t/2 agrees with
the sign of the jump o(t) = —1. Thus u satisfies the entropy condition.
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