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Abstract
In this work, we establish new Furi–Pera type fixed point theorems

for the sum and the product of abstract nonlinear operators in Banach
algebras; one of the operators is completely continuous and the other one
is D-Lipchitzian. The Kuratowski measure of noncompactness is used
together with recent fixed point principles. Applications to solving non-
linear functional integral equations are given. Our results complement
and improve recent ones in [10], [11], [17].
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1 Introduction

In many areas of natural sciences, mathematical physics, mechanics and popu-
lation dynamics, problems are modeled by mathematical equations which may
be reduced to perturbed nonlinear equations of the form:

Ay +By = y, y ∈M
where M is a closed, convex subset of a Banach space X , and A,B are two
nonlinear operators. A useful tool to deal with such problems is the celebrated
fixed point theorem due to Krasnozels’k̆ıi, 1958 (see [15, 16]):
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56 Smäıl DJEBALI, Karima HAMMACHE

Theorem 1.1 Let M be a nonempty closed convex subset of a Banach space
X and A,B be two maps from M to X such that
(a) A is compact and continuous,
(b) B is a contraction,
(c) Ax +By ∈M , for all x, y ∈M .
Then A+B has at least one fixed point in M .

We recall the

Definition 1.1 Let E be a Banach space and f : E → E be a mapping. Then f
is said compact if f(E) is compact. It is called totally bounded whenever f(A)
is relatively compact for any bounded subset A of E. Finally, f is completely
continuous if is continuous and totally bounded.

The proof of Theorem 1.1 combines the metric Banach contraction mapping
principle both with the topological Schauder’s fixed point theorem [1, 7, 17, 19]
and uses the fact that if E is a linear vector space, F ⊂ E a nonempty subset
and g : F → E a contraction, then the mapping I − g : F → (I − g)(F ) is an
homeomorphism.

In 1998, Burton [6] noticed that the Krasnozels’k̆ıi fixed point theorem re-
mains valid if condition (c) is replaced by the following less restrictive one:

∀y ∈M, (x = Ay +Bx) =⇒ x ∈M. (1)

However, the study of some integral equations involving the product of op-
erators rather than the sum may be considered only in the framework of Banach
algebras for which Dhage proved in 1988 the following

Theorem 1.2 [9] Let S be a closed, convex and bounded subset of a Banach
algebra X and let A,B : S → S be two operators such that

(a) A is Lipschitzian with a Lipschitz constant α.

(b)
(

I
A

)−1
exists on B(S), where I is an identity operator and the operator

I

A
: X → X is defined by

(
I

A

)
(x) =

x

Ax
.

(c) B is completely continuous.

(d) AxBy ∈ S, for all x, y ∈ S.
Then the operator equation x = AxBx has a solution, whenever αM < 1, where
M := ‖B(S)‖ = sup{‖Bx‖ : x ∈ S}.

Remark 1.1 Note that
(

I
A

)−1
exists if the operator I

A is well defined and is
one-to-one. In [10], the author improved Theorem 1.2 by removing the restric-
tive condition (b). The proof of the improved theorem involves the measure of
noncompactness theory (see Section 2). Also, the assumption stating that A is
Lipschitzian is extended to D-Lipschitzian mappings according to the following
definition. Finally, Assumption (d) is weakened to Burton’s relaxed condition.
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Definition 1.2 Let E be a Banach space and f : E → E a mapping.

(a) f is called D-Lipschitzian with D-function φf if there exists a continuous
nondecreasing function φf : R+ → R+ such that φf (0) = 0 and

‖f(x)− f(y)‖ ≤ φf (‖x− y‖), ∀(x, y) ∈ E2.

(b) Moreover if φf (r) < r, ∀r > 0, then f is called nonlinear contraction.

(c) In particular, if φf (r) = kr for some constant 0 < k < 1, then f is a
contraction.

(d) f is said non-expansive if φf (r) = r, that is

‖f(x)− f(y)‖ ≤ ‖x− y‖, ∀(x, y) ∈ E2.

Immediately, we have

Lemma 1.1 Every D-Lipschitzian mapping A is bounded, i.e. maps bounded
sets into bounded sets.

Proof Let S be a bounded subset in a Banach space E and d = diamS
where diamS stands for the diameter of S. Let s0 ∈ S be fixed. Since φA is
nondecreasing, for any s ∈ S, we have

‖As‖ ≤ ‖As0‖+ ‖As−As0‖ ≤ ‖As0‖+ φA(‖s− s0‖) ≤ ‖As0‖+ φA(d),

whence comes the result. �

Next, we state three basic existence results, important for the rest of the
paper:

Theorem 1.3 ([10, Thm 2.1, p. 275]) Let S be a closed, convex and bounded
subset of a Banach algebra E and let A,B : S −→ E be two operators such that
(a) A is D-Lipschitzian with D-function φA.
(b) B is completely continuous.
(c) (x = AxBy ⇒ x ∈ S), for all y ∈ S.
Then the operator equation x = AxBx has a solution, whenever φA(r) < r,
∀r > 0 where M := ‖B(S)‖.

The idea of extending contractions to nonlinear contractions comes from
Boyd and Wong fixed point theorem which we recall hereafter for completeness;
this theorem generalizes the Banach fixed point principle, dating 1922 (see e.g.,
[19]).

Theorem 1.4 ([5], 1969) Let E be a Banach space and f : E → E a nonlinear
contraction. Then f has a unique fixed point in E.

In practice, condition (c) in Theorem 1.3 is not so easy to come by as it is
the case in Schauder’s fixed point theorem where a compact mapping is asked
to map a ball into itself. In 1987, Furi and Pera introduced a new condition
instead and proved the following fixed point theorem in the general framework
of Fréchet spaces:
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Theorem 1.5 (see [14] or [1, Thm 8.5, p. 99]) Let E be a Fréchet space, Q a
closed convex subset of E, 0 ∈ Q and let T : Q → E be a continuous compact
mapping. Assume further that

(FP)

⎧
⎨
⎩
if {(xj , λj)}j≥1 is a sequence in ∂Q× [0, 1]
converging to (x, λ) with x = λF (x) and 0 ≤ λ < 1,
then λjF (xj) ∈ Q for j sufficiently large.

Then T has a fixed point in Q.

Our aim in this paper is to prove new existence theorems of Dhage type with
the condition (c) in Theorem 1.3 replaced by the Furi–Pera condition (FP).
More precisely, we will consider mappings of the form F = AB + C where B
is completely continuous and A,C are D-Lipchitzian while F satisfies the Furi–
Pera condition. This is the content of Theorems 3.1 and 3.2. In Theorem 3.3,
the Furi–Pera condition is verified by another mapping, denoted N . The latter
is proved to fulfill Boyd and Wong fixed point theorem (Theorem 1.4). As a
consequence, we derive some known fixed point theorems obtained recently in
[10, 11, 17]. The proofs are detailed in Sections 4 and 5. A further result where
we relax condition (c) in Theorem 1.3 is given in Section 6. Some applications
to functional nonlinear integral equations are provided in Section 7. We end
the paper with some concluding remarks in Section 8. The notation := means
throughout to be defined equal to. Br(x) will denote the open ball in a metric
space X, centered at x and of radius r and R+ will refer to the set of all positive
real numbers. Before we present the main results of this paper, some auxiliary
results are recalled hereafter.

2 Preliminaries

Definition 2.1 Let E be a Banach space and B ⊂ P(E) the set of bounded
subsets of E. For any subset A ∈ B, define α(A) = infD where

D = {ε > 0: A ⊂ ∪i=n
i=1Ai, diam(Ai) ≤ ε, ∀i = 1, . . . , n}.

α is called the Kuratowski measure of noncompactness, α −MNC for short.
Hereafter, we gather together its main properties. For more details, we refer to
[3, 4, 7].

Proposition 2.1 For any A,B ∈ B, we have
(a) 0 ≤ α(A) ≤ diam(A)
(b) A ⊆ B ⇒ α(A) ≤ α(B) (α is nondecreasing).
(c) α(A ∪B) = max(α(A), α(B)).
(d) α(A+B) ≤ α(A) + α(B) (α is lower-additive).
(f) α(ConvA)) = α(A) = α(A).
(h) α(A) = 0⇒ A is relatively compact.
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Definition 2.2 Let E1, E2 be two Banach spaces and f : E1 → E2 a continuous
application which maps bounded subsets of E1 into bounded subsets of E2

(a) f is called α-Lipschitz if there exists some k ≥ 0 such that

α(f(A)) ≤ kα(A),

for any bounded subset A ⊂ E1.
(b) f is a strict α-contraction when k < 1.
(c) f is said to be α-condensing whenever

α(f(A)) < α(A),

for any bounded subset A ⊂ E1 with α(A) �= 0.

Remark 2.1 Clearly, the case k = 0 corresponds to f totally bounded which
is of course α-condensing.

To develop further arguments, we need the following auxiliary results. They
extend Theorem 1.5 to α-condensing and α-Lipschitz maps in Banach spaces,
respectively (for the proofs, we refer to [17]).

Theorem 2.1 Let E be a Banach space and Q a closed convex bounded subset
of E with 0 ∈ Q. In addition, assume F : Q→ E is an α-condensing map which
satisfies the Furi–Pera condition. Then F has a fixed point x ∈ Q.

Theorem 2.2 Let E be a Banach space and Q a closed convex bounded subset
of E with 0 ∈ Q. In addition, assume that (I −F )(S) is a closed, F : Q→ E is
an α-Lipschitz map with k = 1 and satisfies the Furi–Pera condition. Then F
has a fixed point x ∈ Q.

3 Main results

We state the following main theorems of this paper.

Theorem 3.1 Let S be a closed, convex and bounded subset of a Banach algebra
X with 0 ∈ S and let A,C : X → X and B : S → X be three operators such that

(a) A and C are D-Lipschitzian with D-functions φA and φC respectively.

(b) B is completely continuous.

(c) The operator F : S → X defined by

F (x) = AxBx + Cx

satisfies the Furi–Pera condition.
Then the abstract equation x = AxBx + Cx has a solution x ∈ S whenever

(H0) MφA(r) + φC(r) < r, ∀r > 0

where M = ‖B(S)‖.
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Remark 3.1 More generally, one may consider n D-Lipschitzian operators Ai

(i = 1, · · · , n) with D-functions φi and completely continuous operators Bi

(i = 1, · · · , n) defined on a closed, bounded, convex subset S of a Banach
algebra containing 0 and satisfying

n∑

i=1

Miφi(r) < r

where, for each i, Mi = ‖Bi(S)‖. If the operator

F (x) =
n∑

i=1

(AiBi)(x)

satisfies the Furi–Pera condition, then the abstract nonlinear equation
n∑

i=1

(AiBi)(x) = x

has a solution x ∈ S.

Remark 3.2 Let S = BR(0). It is well known that F (∂S) ⊂ S implies the
Furi–Pera condition. Assume further that A0 = C0 = 0. Then also Assumption
(H0) implies the Furi–Pera condition. Indeed, let (xj , λj)j≥1 be a sequence in
∂S × [0, 1] converging to some limit (x, λ) with x = λF (x) and 0 ≤ λ < 1, then

‖λjFxj‖ ≤ ‖Axj‖‖Bxj‖+ ‖Cxj‖ ≤MφA(‖xj‖) + φC(‖xj‖) ≤ ‖xj‖ = R.

Hence λjF (xj) ∈ S, ∀j ∈ N∗.

Theorem 3.2 Let S be a closed, convex and bounded subset of a Banach algebra
X with 0 ∈ S and let A,C : X → X and B : S → X be three operators such that

(a) A and C are D-Lipschitzian with D-functions φA and φC respectively.

(b) B is completely continuous.

(c) The operator F : S → X defined by F (x) = AxBx + Cx satisfies the Furi–
Pera condition.

Then the abstract equation x = AxBx + Cx has a solution x ∈ S provided
(I−F )(S) is closed and the large inequality MφA(r)+φC(r) ≤ r, ∀r > 0 holds.

Theorem 3.3 Let S be a closed, convex and bounded subset of a Banach algebra
X with 0 ∈ S and let A : X → X and B : S → X be two operators such that

(a) A is D-Lipschitzian with D-function φA.

(b) B is completely continuous.

(c) The operator N : S → X defined by Nx = y, where y is the unique solution
of the operator equation y = AyBx, satisfies the Furi–Pera condition.

Then the operator equation x = AxBx has a solution x ∈ S provided

(H)
{
the mapping Φ: [0,+∞)→ [0,+∞)
r �→ Φ(r) = r −MφA(r) is increasing to infinity.
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Remark 3.3 (a) Obviously, Assumption (H) implies that for any r > 0
MφA(r) < r and amounts to the restriction 0 < k < 1

M in case φA is a
k-contraction.

(b) The condition (c) in Theorem 3.3 is different from the condition (c)
in Theorem 3.1 which means that N(S) ⊂ S. One can make analogy with
the condition (c) in Theorem 1.1 compared with Burton’s weak condition (1).
Regarding these conditions, a discussion is given in the concluding remarks (see
Section 7).

3.1 Some consequences

In this section, we derive four existence principles. In particular, we recover
some known results: the first one is Dhage’s Theorem 1.3 ([10, Thm 2.1]); the
second one is a nonlinear alternative in Banach algebras ([11, Thm 2.2]), the
third one is concerned with the case of the sum of a nonlinear contraction and a
compact mapping ([17, Thm 2.2]) while the last one is a useful classical result.

Corollary 3.1 Assume Assumptions (a)–(c) in Theorem 1.3 are satisfied, 0 ∈
S where S is either a ball or any subset homeomorphic to a bounded, closed
convex subset and AB(S) ⊂ S. Then, the same conclusion of this theorem
holds true provided (H) is fulfilled.

Proof We prove the corollary first in case S = BM (0) and then when AB
maps S into itself. In the latter case, S could be any subset homeomorphic to
a closed, bounded and convex subset of X .
Step 1: S = BM (0). We only have to check that condition (c) in Theorem
1.3 implies the Furi–Pera condition (c) in Theorem 3.3. For this, let (xj , λj)j≥1

be a sequence in ∂S × [0, 1] converging to some limit (x, λ) with x = λNx,
0 ≤ λ < 1 and show that λjN(xj) ∈ S for j large enough. For any j ∈ N∗,
‖λjN(xj)‖ ≤ ‖N(xj)‖ = ‖yj‖ where yj = AyjBxj . Since xj ∈ ∂S ⊂ S and
condition (c) of Theorem 1.3 is satisfied, yj ∈ S. Hence ‖yj‖ ≤M . This implies
that ‖λjN(xj)‖ ≤M . Our claim, that is λjN(xj) ∈ S, is then proved.
Step 2: AB(S) ⊂ S. By the Dugundji’s extension theorem (see [7, 19]), let
r : X → S be a retraction and let B be a ball containing S. Then consider the
diagram

B r−→ S
AB−→ S.

From Step 1, the map AB ◦ r has a fixed point x ∈ B, that is satisfying
Ar(x)Br(x) = x. Since ABr(x) ∈ S, it follows that x ∈ S and thus r(x) = x =
ABx.
Step 3: S is homeomorphic to S̃, where S̃ is a closed, bounded and convex
subset of X . Let the diagram

S̃
h−1

−→ S
AB−→ S

h−→ S̃,

where h is an homeomorphism. From Step 2, there exists some y ∈ S̃ such that
h ◦ AB ◦ h−1(y) = y. Then ABx = x, for x = h−1(y) ∈ S, ending the proof of
the corollary. �
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Corollary 3.2 ([11, Thm 2.2, p. 272]) Let X be a Banach algebra and let
A,B,C : X −→ X be three operators satisfying (H0) together with
(a) A and C are D-Lipschitzian with D-functions φA and φC respectively.
(b) B is completely continuous.
Then
(a) either F = AB + C has a fixed point in X,
(b) or the set {x ∈ X, λF (x) = x, 0 < λ < 1} is unbounded.

Proof Assume Alternative (b) does not hold true. Then, there exists some
positive constant R such that

∀λ ∈ (0, 1), (λF (x) = x⇒ ‖x‖ ≤ R). (2)

In order to show that F satisfies the Furi–Pera condition, consider a sequence
(xj , λj)j≥1 ∈ ∂S × [0, 1] converging to some limit (x, λ) with x = λF (x) and
0 < λ < 1, where S = BR+1(0). By continuity of F , we have that

‖λjF (xj)‖ ≤ ‖λF (x)‖ + 1, for sufficientlly large j. (3)

Since x = λF (x), (2) yields

‖λF (x)‖ = ‖x‖ ≤ R.

This with (3) imply that λjFj(x) ∈ S. Our claim, namely Alternative (a), then
follows from Theorem 3.1. �

The following two particular cases of Theorem 3.1 are useful in practice.

Corollary 3.3 ([17, Thm 2.2, p. 3]) Let S be a closed, convex and bounded
subset of a Banach space X with 0 ∈ S and let F1 : X → X and F2 : S → X be
two operators such that
(a) F1 is a nonlinear contraction.
(b) F2 is completely continuous.
(c) The sum F = F1 + F2 : S → X satisfies the Furi–Pera condition (FP).
Then F has a fixed point x ∈ S.

Proof Take B = F2, C = F1, A ≡ 1 and then ϕA ≡ 0. �

Corollary 3.4 Let S be a closed, convex and bounded subset of a Banach al-
gebra X with 0 ∈ S and let A,C : X → X and B : S → X be three operators
such that
(a) A and C are Lipschitzian with Lipschitz constants kA and kC respectively.
(b) B is completely continuous.
(c) The operator F : S → X defined by F (x) = AxBx+Cx, x ∈ X satisfies the
Furi–Pera condition (FP).
Then the equation x = AxBx+Cx has a solution x ∈ S whenever kA‖B(S)‖+
kC < 1.
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4 Proofs of Theorems 3.1 and 3.2

The proofs are direct consequences of the following lemma:

Lemma 4.1 Under Assumptions (a), (b) of Theorem 3.1 together with (H0),
the map F : S → X defined by F (x) = AxBx+ Cx is α-condensing.

Proof Let D ⊂ S be a bounded subset and δ > 0. There exists a covering
(Di)n

i=1 such that D ⊂ ⋃n
i=1Di and diam(Di) ≤ α(D)+δ, for each i = 1, . . . , n.

For every i ∈ {1, · · · , n}, let xi
1 = x1, xi

2 = x2 ∈ Di and Ei = F (Di). Clearly
F (D) ⊂ ⋃n

i=1 Ei. In addition, we have the estimates

‖F (x1)− F (x2)‖ = ‖Ax1Bx1 + Cx1 −Ax2Bx2 − Cx2‖
≤ ‖Ax1‖ ‖Bx1 −Bx2‖+ ‖Bx2‖ ‖Ax1 −Ax2‖+ ‖Cx1 − Cx2‖
≤ ‖Ax1‖ diam

(
B(Di)

)
+M ‖Ax1 −Ax2‖+ ‖Cx1 − Cx2‖

≤ ‖Ax1‖α
(
B(Di)

)
+M φA(‖x1 − x2‖) + φC(‖x1 − x2‖).

Since B is completely continuous, α
(
B(Di)

)
= 0, for each i ∈ {1, · · · , n} follows

from Proposition 2.1(e). We infer that

‖F (x1)− F (x2)‖ ≤M φA(‖x1 − x2‖) + φC(‖x1 − x2‖).

Since φA and φC are non decreasing, it follows that

diamEi ≤ M φA(‖x1 − x2‖) + φC(‖x1 − x2‖)
≤ MφA(diam(Di)) + φC(diam(Di))
≤ MφA(α(D) + δ) + φC(α(D) + δ).

Therefore
α(F (D)) ≤MφA(α(D) + δ) + φC(α(D) + δ).

Since δ > 0 is arbitrary, we deduce the estimate

α(F (D)) ≤MφA(α(D)) + φC(α(D)).

Taking into account Assumption (H0), we arrive at

α
(
F (D)

)
< α(D),

proving our claim. �

Remark 4.1 It is well known (see e.g. [17, proof of Thm 2.1]) that the sum
of a nonlinear contraction and a compact mapping is α-condensing. Lemma
4.1 extends this result to D-Lipschitz mappings as well as to the product of a
compact and a D-Lipschitz maps.
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Proof of Theorem 3.1. By Lemma 4.1, the map F : S → X defined by
F (x) = AxBx + Cx is α-condensing. Since F satisfies the Furi–Pera condi-
tion, it follows by Theorem 2.1 that F has at least one fixed point x ∈ S,
solution of the equation x = AxBx+Cx, ending the proof of the theorem. �

Proof of Theorem 3.2. Since the mapping F : S → X defined by F (x) =
AxBx + Cx is α-condensing by Lemma 4.1, then it is α-Lipschitz with k = 1.
Moreover (I−F )(S) is closed and F satisfies the Furi–Pera condition. Therefore,
Theorem 2.2 implies that F has at least one fixed point x ∈ S, solution of the
equation x = AxBx + Cx. �

5 Proof of Theorem 3.3

The proof follows from Theorem 2.1 once we have proved the following two
technical lemmas.

Lemma 5.1 Under the assumptions of Theorem 3.3, the operator N : X → X
introduced in condition (c) is well defined and is bounded (on bounded subsets
of X).

Proof For any x ∈ S, let the mapping Ax be defined in X by Axy = AyBx.
Then, for any y1, y2 ∈ X ,

‖Axy1−Axy2‖ = ‖Bx‖‖Ay1−Ay2‖ ≤ ‖Bx‖φA (‖y1 − y2‖) ≤MφA (‖y1 − y2‖)

with MφA(r) < r, ∀r > 0. By the Boyd and Wong fixed point theorem (see
Theorem 1.4), Ax has only one fixed point y ∈ X and so the mapping N is well
defined. In addition, let D ⊂ X be any bounded subset, x ∈ D and y = Nx
where y is the unique solution of the equation y = AyBx. Thus

‖y‖ = ‖Bx‖‖Ay‖ ≤M‖Ay‖.

Let y0 ∈ X . With Assumption (H), we have the following estimates

‖y‖ ≤M (‖Ay −Ay0‖+ ‖Ay0‖) ≤MφA (‖y − y0‖) +M‖Ay0‖.

Hence

‖y − y0‖ ≤ ‖y‖+ ‖y0‖ ≤MφA (‖y − y0‖) +M‖Ay0‖+ ‖y0‖.

It follows that

Φ(‖y − y0‖) = ‖y − y0‖ −MφA(‖y − y0‖) ≤M‖Ay0‖+ ‖y0‖.

This in turn implies successively

‖y − y0‖ ≤ Φ−1(M‖Ay0‖+ ‖y0‖)
‖y‖ ≤ ‖y − y0‖+ ‖y0‖ ≤ Φ−1(M‖Ay0‖+ ‖y0‖) + ‖y0‖,

proving our claim. �
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Remark 5.1 To prove Lemma 5.1, we only need lims→+∞ Φ(s) = +∞ without
the increasing character of Φ.

Lemma 5.2 Under the hypotheses of Theorem 3.3, the operator N introduced
in the condition (c) is compact.

Proof
Claim 1. N is continuous. Let (xn) be a sequence in S converging to some

limit x. Since S is closed, x ∈ S. Moreover

‖Nxn −Nx‖ = ‖ANxnBx−ANxBx‖
≤ ‖ANxnBxn −ANxBxn‖+ ‖ANxBxn −ANxBx‖
≤ ‖Bxn‖‖ANxn −ANx‖+ ‖ANx‖‖Bxn −Bx‖
≤ Mφ(‖xn − x‖) + ‖ANx‖‖Bxn − Bx‖.

Whence

lim sup
n→∞

‖Nxn −Nx‖ ≤Mφ(lim sup
n→∞

‖xn − x‖) + ‖ANx‖ lim sup
n→∞

‖Bxn −Bx‖.

From Assumption (b), B is continuous; hence

lim sup
n→∞

‖Nxn −Nx‖ = 0,

yielding the continuity of N .
Claim 2. N is compact. From Lemmas 1.1 and 5.1, there exists some

positive constant k1 such that ‖ANx‖ ≤ k1, ∀x ∈ S. Let ε > 0 be given. Since
S is bounded and B is completely continuous, B(S) is relatively compact. Then
there exists a set E = {x1, . . . , xn} ⊂ S such that

B(S) ⊂
n⋃

i=1

Bδ(wi)

where wi := B(xi) and δ := k2ε for some constant k2 to be selected later on.
Therefore, for any x ∈ S, there exists some xi ∈ E such that

0 ≤ ‖Bx−Bxi‖ ≤ k2ε.

We have

‖Nxi −Nx‖ = ‖ANxiBxi −ANxBx‖
≤ ‖ANxiBxi −ANxBxi‖+ ‖ANxBxi −ANxBx‖
≤ ‖Bxi‖‖ANxi −ANx‖ + ‖ANx‖‖Bxi −Bx‖
≤ MφA(‖Nxi −Nx‖) + k1k2ε. (4)

Hence

Φ(‖Nxi −Nx‖) = ‖Nxi −Nx‖ −MφA(‖Nxi −Nx‖) ≤ k1k2ε.
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From Assumption (H), it follows that

‖Nxi −Nx‖ ≤ Φ−1(k1k2ε).

Choosing 0 < k2 ≤ Φ(ε)
k1ε , we obtain

‖Nxi −Nx‖ ≤ ε.

We have proved that N(S) ⊂ ⋃n
i=1 Bε(Nxi), showing that N is totally bounded

and ending the proof of Lemma 5.2. �

Remark 5.2 In Claim 2, we correct the proof of Theorem 2.1, p. 275 of [10]
where φA was taken φA(r) ≤ αr, r > 0. To this end, Assumption (H) is
essential.

Remark 5.3 In Theorem 3.3, the condition that S is unbounded may be re-
laxed when B completely continuous is replaced by B compact, that is B(S)
relatively compact. Indeed, the proof of Lemma 5.2 remains unchanged and
then we rather apply Theorem 1.5.

6 A further result

In the following, we prove that the condition (c) in Theorem 1.3 may be relaxed.

Theorem 6.1 Let S be a closed, convex and bounded subset of a Banach algebra
E such that intS �= ∅ and let A,B : S → E be two operators such that
(a) A is D-Lipschitzian with D-function φA.
(b) B is completely continuous.
(c’) (x = AxBy ⇒ x ∈ S), for all y ∈ ∂S.
Then the operator equation x = AxBx has a solution, whenever MφA(r) < r,
∀r > 0.

Proof Let r : X → S be a retraction. Moreover using the Minkowski functional
(see [18, Lemma 4.2.5, p. 27]), r may be chosen so that

{
r(x) = x, x ∈ S
r(x) ∈ ∂S, x �∈ S.

We claim that Nr : X → X has a fixed point (here we denote by fg = f ◦ g).
Since N is completely continuous by Lemma 5.2 and r is continuous, the com-
posite rN : S → S is completely continuous. Then Schauder’s fixed point theo-
rem implies that rN has a fixed point, i.e. there exists some x0 ∈ S such that
rNx0 = x0. As a consequence, Nr has a fixed point. Indeed, letting y0 = Nx0,
we get

ry0 = rNx0 = x0 =⇒ Nry0 = Nx0 = y0.

That is y0 = Ay0Bry0. Since ry0 ∈ ∂S, assumption (c’) implies that y0 ∈ S,
ending the proof of the theorem. �
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Remark 6.1 One may take the subset S unbounded and the operator B com-
pact and then apply Rothe’s Theorem to prove Theorem 6.1. This is the
main motivation of the study of the topological structure of the subsubset
FNr := {x ∈ X, x = Nrx} ⊂ S which is nonempty by Theorem 6.1.

(a) FNr is closed. Let (xn)n∈N ⊂ FNr be a sequence such that xn → x,
as n → +∞. We show that x ∈ FNr. First xn = Nr(xn) and, since N and r
are continuous, limn→+∞Nr(xn) = Nr(x). Then, the uniqueness of the limit
implies that x = Nr(x) yielding x ∈ FNr.

(b) FNr is compact. Indeed, r(FNr) ⊂ S implies N(r(FNr)) ⊂ N(S)
and then α(N(r(FNr))) ≤ α(N(S)) = 0 because N is compact by Lemma
5.2. Here α is the measure of noncompactness (see Section 2). In addition,
FNr ⊂ Nr(FNr) implies that α(FNr) ≤ α(Nr(FNr)) ≤ 0; then α(FNr) = 0
and our claim follows.

7 Applications

7.1 Example 1

Let X = C([0, 1],R) be the Banach Algebra of real continuous functions defined
on the interval [0, 1] endowed with the sup-norm

‖x‖ = max
t∈[0,1]

|x(t)|.

For some sufficiently large positive real number R, let S = BR(0) be the closed
ball centered at the origin and with radius R. Consider the nonlinear functional
integral equation, for t ∈ [0, 1] and the parameter α lies in the interval (0, 1)

x(t) =
(

1 +
αR

R + 1
|x(μ(t))|

)(
q(θ(t)) +

∫ σ(t)

0

g
(
s, x(η(s))) ds

)
(5)

where the functions μ, θ, σ, η : [0, 1]→ [0, 1] are continuous. Assume that q : [0, 1]→
R and g : [0, 1]× R → R are continuous functions and satisfy

|g
(
t, x)| ≤ 1− ‖q‖∞, ∀(t, x) ∈ [0, 1]× R, (6)

where ‖q‖∞ := maxt∈[0,1] |q(t)|. Let the mappings A and B be defined by

A : X → X, Ax(t) = 1 +
αR

R+ 1
|x(μ(t))|

and

B : S → X, Bx(t) = q(θ(t)) +
∫ σ(t)

0

g
(
s, x(η(s))) ds.

Then the integral equation (5) is equivalent to the operator equation

Ax(t)Bx(t) = x(t), t ∈ [0, 1].
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(a) Properties of the mappings A,B. Clearly, A is a Lipchitzian map with
constant k = R

R+1 · To prove B is completely continuous, let (xn)n∈N ⊂ X . Since

|B(xn)(t)| ≤ |q(θ(t))| +
∣∣∣∣∣

∫ σ(t)

0

g
(
s, x(η(s))) ds

∣∣∣∣∣ = ‖q‖+ (1 − ‖q‖) = 1,

the sequence (B(xn))n∈N is uniformly bounded. Moreover B is equi-continuous.
To see this, let t1, t2 ∈ [0, 1]; then

|B(xn)(t1)−B(xn)(t2)| ≤ |q(θ(t1))− q(θ(t2))|+
∣∣∣∣∣

∫ σ(t2)

σ(t1)

g
(
s, x(η(s))) ds

∣∣∣∣∣

≤ |q(θ(t1))− q(θ(t2))|+ (1− ‖q‖)|σ(t1)− σ(t2)|.

The continuity of θ, σ, q on the compact interval [0, 1] implies that (B(xn))n∈N is
equi-continuous and then B is completely continuous by Arzela–Ascoli Lemma.

(b) F = AB satisfies the Furi–Pera condition. For this purpose, consider a
sequence (xj , λj)j≥1 ∈ ∂S×[0, 1] converging to some limit (x, λ) with x = λF (x)
and 0 ≤ λ < 1. Then for j sufficiently large, we have

‖λjF (xj)‖ ≤ λ‖F (x)‖ + 1.

Since x = λF (x), we deduce the bounds:

‖x‖ ≤ λ

(
1 +

αR

R+ 1
‖x‖

)
,

and then

‖x‖ ≤ λ(R + 1)
R(1− αλ) + 1

·

Hence

‖λjF (xj)‖ ≤
R+ 1

R(1− α) + 1
, 0 ≤ λj < 1.

This implies that, for R large enough, namely R ≥ 1√
1−α

, it holds that

‖λjF (xj)‖ ≤ R

and so λjFj(x) ∈ S. Finally

0 < k =
R

R+ 1
<

1
‖B(S)‖ = 1.

Then all assumptions of Theorem 3.1 are met with C = 0 and Equation (5)
has a solution in X provided (6) holds true. Notice that for this first example,
Corollary 3.2 may be applied as well; this will not be the case with the next two
examples.
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7.2 Example 2

(a) Consider the Banach space

X = C0(R,R) = {x ∈ C(R,R), lim
|t|→+∞

x(t) = 0}

endowed with the sup-norm

‖x‖X = sup
t∈R
{|x(t)|}.

Let a continuous function a : R× R → R be such that

a is k-Lipschitz with respect to the second argument (7)

and then define the mapping A by

Ax(t) =
∫ |t|

−|t|
e−α|s|a(s, x(s)) ds, t ∈ R,

for some positive parameter α. Then A is 2k
α -Lipschitz. Indeed

|Ax1(t)−Ax2(t)| ≤
∣∣∣∣∣

∫ |t|

−|t|
e−α|s|

(
a(s, x1(s)) − a(s, x2(s))

)
ds

∣∣∣∣∣

≤ k

∫ |t|

−|t|
e−α|s| |x1(s)− x2(s)| ds ≤ k1‖x1 − x2‖

∫ |t|

−|t|
e−α|s| ds.

Hence

‖Ax1 −Ax2‖ ≤
2k
α
‖x1 − x2‖.

Thus, we assume 2k
α < 1. In addition

‖Ax‖ ≤ 2k
α
‖x‖+

2
α
‖a(., 0)‖. (8)

(b) Let the mapping B be defined by

Bx(t) =
∫ +∞

−∞
G(t, s)h

(
s, x(s)

)
ds,

where the nonlinear function h : R2 → R is continuous and verifies the growth
condition:

|h(t, x)| ≤ q(t)Ψ(|x|), ∀ t, x ∈ R (9)

where q ∈ C0(R,R+) and Ψ: R+ → R+ is a continuous nondecreasing function.
The kernel G : R2 → R is continuous and satisfies

∃σ, � > 0, |G(t, s)| ≤ �e−σ|t−s|, ∀s, t ∈ R. (10)
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We can show that B is completely continuous (see the proof of Theorem 2.1 in
[8] for the details). Let the bounded closed and convex subset of X :

S = {x ∈ X : ‖x‖ ≤ R},

where the positive constant R is to be selected later on.
(c) Assume that for any compact subset K ⊂ R, there exists a positive

constant MK > 0 such that for any x ∈ X , λ ∈ [0, 1)

x = λAxBx =⇒ (|x(t)| ≤MK , ∀t ∈ K). (11)

(d) To verify the Furi–Pera condition, let (xj , λj) ∈ ∂S× [0, 1] be such that,
as j → +∞, λj → λ and xj → x with λF (x) and 0 ≤ λ < 1. We show that
λjF (xj) ∈ S where F (xj) = AxjBxj . Since Ψ is nondecreasing, we have

|Bx(t)| ≤ Ψ(R)
∫ +∞

−∞
G(t, s)q(s)ds := γ(t).

Moreover, for each j, we have

‖λiF (xj)‖ ≤ ‖Axj‖ · ‖Bxj‖

≤
(

2k
α
‖x1‖+

2
α
‖a(·, 0)‖

)
γ(t) ≤

(
2k
α
R+

2
α
‖a(·, 0)‖

)
γ(t)

Since limt→±∞ γ(t) = 0, there exist some t1, t2 and a sufficiently small positive
constant M1 such that

‖λiF (xj)(t)‖ ≤M1, ∀t ∈ (−∞, t1) ∪ (t2,+∞). (12)

In addition, for t ∈ [t1, t2] and xj ∈ ∂S, limj→+∞ xj = x = λF (x) uniformly.
Then for j large enough and t ∈ [t1, t2], we have, from conditions (11) and (12),
that

‖λiF (xj)(t) ≤ λ|F (x)(t)| + 1 ≤M0 + 1. (13)

Combining (12) and (13) and taking R = max(M1,M0 + 1), we get

‖λiF (xj)(t)‖ ≤ R, ∀t ∈ R, ∀j ∈ N.

Therefore the Furi–Pera condition is fulfilled.

As a consequence, we have proved that, under Assumptions (7), (9), (10)
and (11), the nonlinear problem

(∫ |t|

−|t|
e−α|s|a(s, x(s)) ds

)(∫ +∞

−∞
G(t, s)h

(
s, x(s)

)
ds

)
= x(t), t ∈ R

admits, by Theorem 3.1, at least one solution x ∈ BR(0) ⊂ C(R,R).
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Remark 7.1 Notice that in the particular case a(., 0) ≡ 0, the last condition
in Theorem 3.1, namely ‖B(S)‖ 2k

α < 1, is equivalent to the Furi–Pera condition
(see Remark 3.2). In such a case, we have only to find a function Ψ such that
there exists some R > 0 such that

4k�
ασ

Ψ(R)‖q‖∞ < 1,

which is obviously satisfied whenever lims→+∞ Ψ(s) = +∞.

7.3 Example 3

We will make use of the nonlinear version of Gronwall’s Lemma (see [2])

Lemma 7.1 Let I = [a, b] and u, g : I → R be positive real continuous func-
tions. Assume there exist c > 0 and a continuous nondecreasing function
h : R → (0,+∞) such that

u(t) ≤ c+
∫ t

a

g(s)h(u(s)) ds, ∀t ∈ I.

Then, we have

u(t) ≤ Ψ−1

(∫ t

a

g(s) ds
)
, ∀t ∈ I

with

Ψ(u) =
∫ u

c

dy

h(y)

for u ≥ c and Ψ−1 referring to the inverse of the function Ψ, provided for any
t ≥ a,

∫ t

a g(s) ds ∈ Dom Ψ−1.

Let a > 1 and X = C0([a,+∞),R) be the set of real continuous functions
x defined on the interval [a,+∞) and such that limt→+∞ x(t) = 0. Equipped
with the sup-norm ‖x‖ = supt≥a |x(t)|, it is a Banach space.

(a) On the space X , define a mapping A by

Ax(t) = h(t) +
∫ t

a

f(s, x(s)) ds, t ≥ a

where f : [a,+∞) × R → R is continuous, f(t, 0) = 0, t ≥ a and there exists
p ∈ L1([a,+∞),R+) such that the nonlinear p-Lipschitz condition is satisfied:

|f(t, x(t)) − f(t, y(t))| ≤ p(t)|x(t) − y(t)|δ, ∀(x, y) ∈ X2, (14)

with some 0 < δ < 1. The function h : [a,+∞)→ R is continuous and noniden-
tically zero. If we let |p|1 =

∫ +∞
a

p(t)dt, then we can see that the operator A is
|p|1 D-Lipschitzian and satisfies

‖Ax‖ ≤ ‖h‖∞ + |p|1‖x‖δ, ∀x ∈ X. (15)
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(b) Define a second mapping B by

Bx(t) = σ(t)φ(x(t)) +
∫ t

a

G(t, s)g
(
s, x(s)

)
ds, t ≥ a

with continuous functions σ : [a,+∞) → R and g : [a,+∞)× R → R satisfying
respectively limt→+∞ σ(t) = 0 and the growth assumption

|g(s, ξ)| ≤ q(s)ψ(|ξ|), ∀(s, x) ∈ [a,+∞)× R,

where q ∈ L1([a,+∞),R+) and ψ : R+ → R+ is a continuous nondecreasing
map. The kernel function G : [a,+∞)2 → R satisfies

lim sup
t→+∞

∫ +∞

a

|G(t, s)|q(s) ds = 0. (16)

Finally, let
σ = sup

t≥a
|σ(t)| and α = sup

t≥a
α(t)

with

α(t) =
∫ +∞

a

|G(t, s)|q(s) ds.

With conditions (16), we can show, as in the proof of Theorem 2.1 in [8],
that B is completely continuous. Moreover it satisfies

‖Bx‖ ≤ σφ(‖x‖) + αψ(‖x‖), ∀x ∈ X. (17)

(c) Assume that for any compact subset K ⊂ R, there exists a positive
constant MK > 0 such that for any x, y ∈ X , and λ ∈ [0, 1),

y = λAyBx =⇒ (|y(t)| ≤MK , ∀ t ∈ K). (18)

Then, it remains to check the Furi–Pera condition (c) in Theorem 3.3 for the
mapping N defined by Nx = y = AyBx with respect to a closed ball S = BR(0)
for some positive constant R. Let (xj , λj) ∈ ∂S× [0, 1] be a sequence such that,
as j → +∞, λj → λ and xj → x with x = λN(x) and 0 ≤ λ < 1. We will show
that λjNxj ∈ S. Let yj = Nxj = AyjBxj . Then λjNxj = λjAyjBxj = λjyj .
To perform an estimate of |yj |, write

yj(t) = h(t)Bxj(t) +Bxj(t)
∫ t

a

f(s, yj(s)) ds

and notice that, as in (17)

|Bxj(t)| ≤ |σ(t)|φ(R) + α(t)ψ(R) := γR(t) ≤ γR, t ≥ a,

where γR = |σ|φ(R) + αψ(R) and

lim
t→+∞

γR(t) = 0. (19)
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Then

|yj(t)| ≤ γR(t)
(
‖h‖∞ +

∫ t

a

p(s)|yj(s)|δ ds
)

which yields
|yj(t)|
γR(t)

≤ ‖h‖∞ + (γR)δ

∫ t

a

p(s)
∣∣∣∣
yj(s)
γR(s)

∣∣∣∣
δ

ds.

By Lemma 7.1, we deduce the upper bound

|yj(t)| ≤ γR(t)Ψ−1

(
(γR)δ

∫ t

a

p(s)ds
)
,

where

Ψ(u) =
∫ u

‖h‖∞
s−δds.

With (19), it follows that there exist R > 0 and t1 > a such that

|yj(t)| ≤ R. (20)

This both with (18) enable us to distinguish between the cases t in a compact
subset of [a,+∞) and t large enough and prove, as in example 2, that there
exists some R > 0 such that ‖yj‖ ≤ R. Therefore λjNxj belong to S proving
our claim follows.

Finally, Assumption (H) in Theorem 3.3 is verified for

Φ(r) = r − ‖B(S)‖ϕA(r) ≥ r − [σφ(R) + αψ(R)] |p|1rδ

= r
(
1− [σφ(R) + αψ(R)] |p|1rδ−1

)
(21)

which increases to positive infinity as r → +∞ for 0 < δ < 1. To sum up, we
have proved that, under the hypotheses on f, g, and h the nonlinear integral
equation

x(t) =
(
h(t) +

∫ t

a

f(s, x(s)) ds
)(∫ t

a

g
(
s, x(s)

)
ds

)
, t ∈ [a,+∞)

has a solution x ∈ C0([a,+∞),R) by Theorem 3.3.

8 Concluding remarks

(a) The following functional integral equation

x(t) =
(

1
1 + |x(θ(t))|

)(
q(t) +

∫ σ(t)

0

g
(
s, x(η(s))) ds

)
(22)

is discussed in [10] and solutions are proven to exist in the unit ball S = B1(0)
under the assumptions of Theorem 1.3. Indeed, notice that all solutions of
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Equation (22) are in S. By contrast, solutions x of Equation (5) satisfy ‖x‖ ≤
R+ 1 and thus do not lie in S = BR(0). As a consequence, Theorem 1.3 could
not be used to solve Equation (5) though the Furi–Pera condition was satisfied
and Theorem 3.1 was successfully applied in Example 1.

(b) If, in Example 3, we have rather applied Theorem 3.1 instead, we should
be led to the following estimates regarding the verification of the Furi–Pera
condition for the mapping F = AB:

‖Fxj‖ ≤ ‖Axj‖‖Bxj‖| ≤
(
|h‖∞ + |p|1‖xj‖δ

)
(σφ(‖xj‖) + αψ(‖xj‖))

≤ (|h‖∞ + |p|1R) (σφ(R) + αψ(R)) .

Therefore the Furi–Pera condition is satisfied whenever

(
|h‖∞ + |p|1Rδ

)
(σφ(R) + αψ(R)) ≤ R. (23)

This inequality is somewhat restrictive and shows that the Schauder’s fixed
point theorem could be applied as well.

(c) As illustrated by examples 1-3, Theorems 3.1 and 3.3 show that, in
practice, the Furi–Pera condition is easier to be used than the condition (c) in
Theorem 1.3. Indeed, we can notice that assumption (c) in Examples 2 and 3
is a weak condition in the sense that we were able to make use of the Furi–Pera
condition while neither Schauder’s fixed point theorem nor Dhage’s fixed point
theorem could be applied. Moreover, fixed point theorems in Banach algebras
are useful in applications when problems exhibit nonlinearities as the product
of two integral functions. Many boundary value problem for second-order and
higher-order nonlinear differential equations may be reduced to integral equa-
tions. Further to Examples 1-3, we refer for instance to the functional integral
equations treated in [12, 13].
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