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Abstract

In weakly nonlinear regression model a weakly nonlinear hypothesis
can be tested by linear methods if an information on actual values of
model parameters is at our disposal and some condition is satisfied. In
other words we must know that unknown parameters are with sufficiently
high probability in so called linearization region. The aim of the paper is
to determine this region.
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0 Introduction

A nonlinear hypothesis on model parameters in nonlinear regression model can
be tested by linear methods if some conditions are satisfied. This condition is
given in the form of the inclusion & C L7 which must occur with sufficiently
high probability. Here £ is the (1 —a)-confidence region of the model parameters
(for sufficiently small «) and L7 is a special set in parameter space. The aim
of the paper is to determine the set L1 (linearization region).

*Supported by the Council of Czech Government J14/98:153 1000 11.
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1 Notation

Let Y ~ N,[f(8),0%V] be the regression model under consideration. Here Y
is the n-dimensional normally distributed observation vector, f(3) is the mean
value of the vector Y, 3 is an unknown k-dimensional parameter, ¢2V is the
covariance matrix of the vector Y, o2 is known/unknown parameter and V is
a given n X n positive definite matrix. The null hypothesis Hy is given in the
form t(8) = 0 and the alternative is H, : t(3) # 0.

The functions f(-) and t(-) can be given in the form

F(9) = £(8) + FoB+ Lr(68), 4(8) = t(8™) + 58 + L7(58),

where 03 = 3 — ,8(0), ﬂ(o) is an approximate value of the parameter 3,

of (1) ot (u)
F = T =
ou u=p0) ’ ou u=8(0) ’
K’((S/@) = [Hl(éﬁ)a'“aﬁn(éﬁ)y’
o O fi) -
KJZ((SIB) - (6ﬁ) auau/ u:ﬁ(o)(Sﬁ? 1= 17 sy 1y

7(68) = [11(98), ..., 74(6B)]',

/82ti .
7(8) = (68) aua(:llf) LB =L
u=p0

Let the rank of the n x k matrix F be r(F) = k < n and the rank of the
g x k matrix T be r(T) = ¢ < k.

2 Determination of the region Lr
The linearized form of the model and the hypothesis is
Y — fy ~ N, (Fé83,0%V), Té3=0. (1)

(The vector 3 should be chosen such that t(3”)) = 0.)
The quadratized form of the model and the hypothesis is

Y — fy ~ N, (Féﬂ + ;n(csﬂ),an) , T3+ %T((Sﬁ) —o0. (2)

Lemma 2.1 If the model (1) is valid, the test of the hypothesis is

a?x2(0) if Hy is true,

(68) T'[T(E'V™'F)~'T]"' TS ~ {02xq(5) if Hy is not true.

Here 53 = (F'VIF)"'F'V-LY(Y — fy) and the parameter of noncentrality § is

§ = [E(3)'T'[T(F'VT) 'T'| ' TE(38) /0>
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Proof Cf. [4], chpt. 4. O

Lemma 2.2 If the model (2) is valid, then under the null hypothesis Hy :
T8+ 27(68) =0, it is valid
(38)T'[T(F'V~'F)~'T] 7' T68 ~ 02\ 2(A).
Here
A=t [- L (Kpou) + T(F’V*lF)*lF’V*EK(KTéu)]/
o? 2 2

—1
X [T(F’V*IF)*T’} [— %T(KT(SU) + T(F’V*lF)*lF’V*%R(Kﬂsu)}

and 08 = Krou + terms of higher orders. The k x (k — q) matriz K is of the
rank r(Kr) = k — q and it satisfies the equality TKr = 0.

Proof In model (2) the mean value of the estimator
5B = (F'VIF) 'F'V (Y - f)

is

E(6B) = (F'V7'F)"'F'V ! Fsp + %n(é,@)

=08+ %(F’V*lF)*lF’V*M(aﬁ).
Under the null hypothesis Hy : T3 + %T((S,@) = 0 it is valid
08 =Krou— T_%T(KT(SU) + terms of higher orders.

Thus
TEGB) =T [KTau T %T(KT(su)] + T%(F'V‘lF)_lF’V_ln(KT(Su) +..

In the last term the vector §3 is substituted by Krdu. Since TKy = 0 and
— -1 —
TT~ =1, the expression [E(63)]'T’ [T(F’V‘lF)_lT’} TE(68)/0% = A can

be written in the form given in the statement. (Cf. also [1] and [2].) O

Definition 2.3 The quantity

2\/b’{T[F’(o2V)—1F]—1T’}1b

. k—q
SR F(0?V) FKyou Ou SR

Kltest) (Boy) = sup

2\/b'{T[F’V1F]1T’}_1b

couc RF1\ = gK(test)
SwK,FV- FKpou Ko (Bo).

= osup
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where 1 1
b= —§T(KT511) + T(F’V‘lF)‘lF’V‘lQn(KTéu),
is a measure of nonlinearity for test.
Theorem 2.4 Let 0,4, be a solution of the equation
P{X3(0maz) > x5(0;1 =)} = a +e.

Here x§(0; 1—a) is (1 — a)-quantile of the chi-square distribution with q degrees
of freeedom. Then

2
pBeLly= {KT(SU : 5u/K§F(F’V—1F)—1KT5u < o\ bmaz }

Kétest) (ﬁo)
= Py, {98 T'[T(F'V-'F) T ' T68 = o*x2(0;1 — a)} < a+e.
Proof In the model (2) the random variable SBIT’ [T(F'V~IF)~'T'] 158

is distributed as JQXg(A), where A is given by Lemma 2.2. With respect to
Definition 2.3 we have

2\/b’ [TEV-IF)1T] b < K (8,)su'K,(F'V'F) ' Kréu.

If
K (80)5u Ky (F'V 7 F) " Krdu < 20\ b,
then
b/ [T(F'V-1F)-'T'] b
2\/ - - L2 VA <o
= PHO{XZ(A) > Xg(O; 1-— a)} <a-+te.
Thus

20 \% 5maz

SUK(F'VTIF) ' Kpou < — 9%
Kétest) (130)

= P, {}3(8) 2 2(01-a) | < ate.

O
Remark 2.5 If T63 + %T(éﬁ) # 0, i.e. the null hypothesis is not true, then
1 ! 1
6= |To3 + 2T001F’V_1n(6ﬂ)] (TCyT')~* [T(Sﬁ + 2TColF’V_1n(6ﬂ)} ,

where Cy = F/'V~1F. Thus at the alternative hypothesis the power function
p(68) = Pu, {xi(6) > x;(0;1 - a)}

has a different values at points 63 and —J3, respectively, opposite to the case of
the null hypothesis where these values are identical. It makes an investigation
of a linearization region for the power function more complicated than it is at
the null hypothesis.
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Lemma 2.6 The (1 —a)-confidence ellipsoid for the parameter 3 in the model

(1) is
E={u:(u—-B)FV'F(u-98) <o?xi(0;1—a)}.
Proof Cf. [4], chpt. 4. a
Remark 2.7 If
20V dmax
02X<21(01 1- Oé) < (test) )
Ko (Bo)

then the model (2) can be substituted by (1) when the test of hypothesis is
performed. Thus the value of ¢ must satisfy the strong inequality ¢ < o¢pit,

where
2 \Y 6max
Xg(()% 1 — a) K5 (By)

Ocrit =

3 Numerical example

Let a class of regression function be {f(z) = 1 exp(—B2z) : f1,2 € R'}. The
null hypothesis states that all these functions attain the same value equal to 1
at the point x = 10 (cf. also [3]).

The measurement is realized at the points x; € {1,3,5,7,9}. Thus

Hy:Inpy —108; =0, H,:Inp — 1082 # 0.
The regression model is
Y ~ Ns[f(8),070), B € R,
where

{£(B)}i = Brexp(—fazi), i=1,2,3,4,5,
t(B) =Inp — 1082 =0,

{F},.= (exp(—ﬁéo)xi), — Bz exp(—ﬁéo)xi)) , i=1,...,5,

0, —T eXP(—ﬁéo)xi) .
Fi= (0) (0),.2 (0) , t=1,...,5,
& exp(—ﬁQ xi)? 61 €T; eXp(_ﬁg xi)

T L 10 K §O)
- @7_ ) T — (Ol)v

ki(Kpdu) = (5u)2 (—O.2xlﬂio) exp(— éo)xi) + 0.0lﬂp)z? exp(fﬂgo)xi)) ,

i=1,...,5,
— Sl exp(=26" i), =570, 00w exp(~26) )
—30 8% exp(—2602:), 37, (8222 (exp(—265" ;)

1 1 1
b= _§T(KT§u) + T(F’F)—lF’§n(KT5u) = 5(1 + A)(6u)?,
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where

1 —1
A= (6(0)7—10> (F'F)"'F’ x
1

X fO.QCQﬂ;O) exp(— éo)xi) + 0.0lﬂ§o)x? exp(fﬂéo)xi)

Further

—1

(0)
(14 A) [(1/5{°>,—10)(Ff1r)—1<1/5110 )} (14A)

es test
K(t t)(/@()):a ) :O'K(() ),
(0)70.1 F'F 1
o)
K(()test) _ 5 [1+A] —
@ 0.)F'F b 1/, —10)(F'F) -1 1/61
B ) ( 01 )J( /B )(F'F) < " 10

P{x3 (Smaz) = X3(0;0.95)} = 0.05 + 0.05 = 6ynar = 0426, x3(0;0.95) = 3.84,
20451 0349774
3.84K(gt68t)(50) K(()teSt)(ﬁo)

Some numerical values were obtained by the help of [5] and they are given
in the following table.

Ocrit =

Table 1

0 0.1 0.2 0.3 0.5
/6( ) (70.230) (70.161) (70.120) (*0.0GQ)
K§Y(B8,) | 0613 | 0406 | 0.306 | 0.206
Terit 0554 | 0.837 | 1.110 | 1.649

0 1 5 10 15
/3( : (O) (0.161) (0.230) (0.271)
K8, | 0113 | 0.024 | 0012 | 0.008
Oerit 301 | 14152 | 28.31 | 42.47

If the value of o in the actual experiment is smaller than o.,;; from Table
1, then the theory of linear regression model can be used when the test of
hypothesis is performed.

It is advisable to notice a strong dependence of the quantities KétESt) and
Ocrit, TeSpectively, on the vector B(O).

Acknowledgement Authors are indebted to referee for his thorough reading
the manuscript. Thus some unpleasant mistakes wich escaped to attention of
the authors can be corrected.
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