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CHARACTERISTICS OF HANKEL MATRICES 

VLASTIMIL PTÁK, Praha 

(Received March 31, 1993) 

Let H be a Hankel matrix of type (n,n) 

so 

H 

•• 5 n _ i \ 

k 5 n _ i . . . S2n-2 ) 

Consider a polynomial / of degree ^ n 

f(x) = fo + ... + fnXU. 

We say [1] that H is compatible with / and write H G J4?(f) if 

Hn-l,n+l/ = 0 

where 

IIn-l,n+l = 

50 ^n \ 

KSn-2 . . . S2n-2 ) 

and / = (/o,. . •, f n ) T . Matrices compatible with / may be characterized by inter­
twining relations. If the degree of / equals n it is well known that H G J^(f) if and 
only if 

C T H = HC 

where C is the companion matrix of the polynomial / . If the degree of / is smaller 
than the size of the matrix the same characterization remains valid if C is replaced 
by a matrix R constructed from / in a certain manner: thus H G Jf?(f) if and only 
if 

HTH = HR. 
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The matrix R replaces, in this more general situation, the companion matrix of / . 
These matrices It are called intertwining matrices corresponding to / ; the notion of 
an intertwining matrix for / extends that of the companion of / . The relationship 
between Hankel matrices and polynomials is less simple and straightfoward though. 
First of all, a matrix may be compatible with more than one polynomial / . Also, 
there is more than one possibility of associating a polynomial with a Hankel matrix. 
G. Heinig and K. Rost [2] consider the whole family of matrices 

( So . . . S2n-k-l 

; : 

Sk-l ••• S2n-2 

together with their kernels; the matrices Hn_i?n+i and H = Hn>n belong to this 
family. The following facts are known. 

If H is nonsingular the set of all polynomials that H is compatible with is a linear 
manifold of dimension at most 2. In the more important case of a singular H the 
kernel of H consists of all polynomials of the form m(x)p(x) where m is an arbitrary 
polynomial whose degree does not exceed a certain bound. The polynomial p, the 
gcd of all polynomials in the kernel of H, and the bound b for the degree of m are 
two important characteristics of H. 

These data contain valuable information about the structure of a Hankel matrix. 
Characteristics related to these numbers are well known; they are described in detail 
in the comprehensive monographs of Jochvidov and Heinig-Rost. Thus, for instance, 
the number koo = n — (b + degp) is related to the behaviour of H at infinity: in the 
terminology of [1] it equals the rank of the degenerate part of H; in the canonical 
decomposition of H as described in [2] it gives the size of the elementary H-matrix 
corresponding to oo. 

The present note belongs to a series of papers devoted to applications of the infinite 
companion matrix: we present a simple approach to characteristic numbers of Hankel 
matrices. In our opinion this approach has some advantages over the standard one: 
it puts into evidence the symmetry in the roles of 0 and oo and can be related in 
a simple manner to the behaviour of certain distinguished submatrices of H: the 
square submatrices obtained by inspecting the four corners of H. All our results are 
consequences of one simple but important proposition; this proposition is nothing 
more than a strengthening of a classical result of Frobenius. The techniques used in 
the proof of the proposition as well as in its applications are based on properties of 
the infinite companion and yield considerable simplications of the treatment. 

An m by n matrix A = (a^) is a mapping which assigns to each pair i,j with 
0 ^ i ^ m — 1 and 0 ^ j ^ n — 1 a complex number ciij. For j = 0 ,1 , . . . , n — 1 we 
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denote by c(A,j) the j - th column of the matrix A 

c(A,j) - ( a 0 j , a i j , . . . ,am_i,j) . 

If a i , . . . , a s are vectors in a linear space E, we denote by L(a\,...,as) the set of 
all linear combinations of the vectors a\,... ,as. If p is a monic polynomial of degree 
m we denote by C°°(p) the (m,oo) infinite companion matrix of p. The reader is 
referred to [4] for details. If n is an integer we denote by Cn(p) the (m,n) matrix 
consisting of the first n columns of C°°(p). 

Now we consider an n by n Hankel matrix 

/s0 ... sn-i \ 

H= : : 

\ S n _ l . . . 5 2 n - 2 / 

Its columns will be denoted by hy. 

hj = c(H,j) = (sj,...,sj+n-i)
T 

so that 

H = (/lo, • • • ,/in-l)-

For k = 1,2,... ,n set 

Hnk = (ho,... ,hk-i); 

observe that the second index indicates the number of columns. 

The rank of a matrix M will be denoted by d(M). 

We shall investigate the behaviour of the function d(-) defined for 1 ^ j ^ n by 

d(j) = d(Hnj) = d(h0,. • •, hj-i). 

We shall assume that H is singular, hence d(n) < n. If we exclude the trivial case of 
a lower singular Hankel, in other words if /in / 0, the behaviour of d can be described 
as follows: 

Since it is obviously nondecreasing and d(u) < n there exists at least one interval 
where it remains constant. It turns out that there is only one such interval; the 
indices of its endpoints represent important information about the structure of H. 

Our considerations will be based on a combination of methods using the infinite 
companion and of the following proposition, a strengthening of a classical result of 
G. Frobenius. 
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(2,1) Proposition. Suppose H is a Hankel matrix of type (n, r +1) with columns 

ho,..., hr. Suppose that the first r columns bo,..., br_i are linearly independent 

and that hr = a0ho + . . . + a r _ i b r _ i . Denote by p the polynomial 

p(z) = -(cY0 + . . . + ar-izr~l) + zr 

and by Hr the (n, r) matrix (h0 ... br_i). Then: 

(1) the matrix Hrr consisting of the first r rows of Hr is nonsingular, 

(2)Hr = Cn(p)THrr, 

(3) each column of H satisfies the recurrence relation corresponding to p. 

P r o o f . The last n - r rows of the product p(Sn)Cn(p)T are zero. Let M be 

the (n,?i) matrix defined by the following two requirements: the first r rows of M 

coincide with the first r rows of the identity matrix, the last n — r rows of M are 

those of p(Sn). It follows that 

MCn(p)T = (J 

Denote by P the (n — r, n) last rows of p(Sn). For 0 ^ j ^ n — 2 let 

Pj - ~aosj - ai-Sj+i . . . - a r _ i 5 J + r _ i + Sj+r. 

It follows that 

PHr = 

I P0 . . . Pr-l ^ 

Pl ..- Pт 

\ p n _ r _ l . . . pn-2/ 

The assumption aobo + •. • + a r _ i b r _ i = hr implies that all pj = 0. Hence 

Together with the preceding identity this yields MHr - MCn(p)THrr = 0 and, M 

being nonsingular, Hr = Cn(p)THrr. Since rank H = r the conclusion d e t H r r ^ 0 

follows. • 

We begin by investigating the behaviour of the function d(j) = d(h0, ...,hj-i). It 

turns out that its graph may contain no more than two bends the location of which 

we now proceed to determine. 

We intend to define four numbers r, t, r\ t'. 
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1° To define r, we distinguish two cases. If h0 = 0, we set r = 0. If h0 7-- 0 we have 
d(l) = 1. Since d(-) is nondecreasing and d(n) ^ n — 1, there exists a k ^ 1 
such that d(k) = d(k 4- 1); in this case let r be the smallest integer of these 
properties. In a manner of speaking, r is the smallest index such that hr is a 
linear combination of the preceding columns. 

2° To define t, we observe that the function d is nondecreasing and that d(n) ^ 
n—1. It follows that either there exists a j , 1 ^ j ^ n - 1 such that d(j) = d(j + l) 

or all the values of d are distinct and this is only possible if 

0 = d(l) < d(2) < ..< d(n) = n - 1. 

In the first case we define t as the largest j for which d(j + 1) = d(j). In the 
second case we have d(s) = s — 1, for all s, 1 ^ 5 ^ n. In particular d(l) = 0; 
we set t = 0. It is easy to see that the following three assertions are equivalent 
(1) d(s) = 5 — 1 for all 1 ^ s ^ n, 

(2) h0 = 0 and the vectors hi,..., /in_i are linearly independent, 
(3) t = 0. 

Again, the definition of t may be restated in the following form: t is the largest 
index for which ht is a linear combination of the preceding columns. 

3° To define r' we distinguish two cases. If /in_i = 0 set r ' = n — 1. If bn_i 7-= 0 
then, for every nontrivial linear relation 

a0h0 + ... + a n_i / i n_i = 0, 

at least one Qj ^ 0 for some j < n — 1. It follows that there exists an s < n — 1 
such that hs is a linear combination of the following columns. Let r' be the 
largest index with these properties. 

4° To define t' we distinguish two cases. If there exists a j < n — 1 such that 
hj £ F(/ij+i,..., n n_i) we define t' to be the smallest integer of this property 
If no such j exists it follows that bn_i = 0 and that the vectors h0 ..., bn_2 are 
linearly independent. In this case set t' = n — 1. 

The four quantities r, t, r', t' satisfy several inequalities two of which we now pro­
ceed to prove. 

(2,2) Propos i t ion . The following two inequalities hold 

t' ^ r, r' ^ t. 

P r o o f . The inequality t' < r is immediate if r = n - 1. If r = 0 then h0 = 0 so 
that bo is a linear combination of the following columns; hence t' ^ 0. Hence we may 
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restrict ourselves to the case 0 <r <n-l. We have then a relation hr = Y, ajhj- ^ 
j<r 

all the a j are zero we have hr = 0 for an r < n — 1 so that hr is a linear combination 
of the following columns and t' ^ r. Otherwise take the smallest j for which aj / 0. 
Then /ij G L(hj+\,..., /ir) whence t' <^ j < r. 

To prove the inequality r' ^ l it suffices to assume r' > 0 and £ < n — 1. It follows 
from the first assumption that the vectors h\,..., /in_i are linearly dependent. Thus 
we may restrict ourselves to linear dependence relations involving only h\ .. .hn-\. 
The assumption t < n — 1 implies that in any relation ^ ajhj = 0 the coefficient 

j>o 
an = 0. Thus it suffices to consider relations with a0 = an-\ = 0, and r' ^ t follows. 

• 
Consider, again, the function 

d(j) = d(HnJ_i) = d(h0,..., /ij-i). 

If d(l) = 0 , in other words, if h0 = 0 we set p = 1. If d(l) = 1, we have defined r as 
the smallest integer r ^ 1 such that d(r) = d(r + l). It is easy to see that there exists 
a nonzero vector p = (p0 .. .pr)

T which annihilates Hnyr+\. The vector p is uniquely 
determined by the postulate pr = 1. We identify p with the corresponding polynomial 
p(z) = p0+p\z + .. . + zr. The importance of this polynomial was recognized by many 
authors. Different equivalent characterizations of this polynomial (together with 
different names) appear in the literature. It coincides with the first characteristic 
polynomial in the terminology of [4] and with the H-polynomial in [1]. 

If d(l) = 0 it is easy to describe the behaviour of d(-). Indeed d(l) = 0 implies 
/to = 0 so that H is a lower triangular Hankel matrix. If /im is the first nonzero 
column then 

d(j) = 0 for 1 ^ j < 77i, 

d(j) — j — m -h 1 for j ^ m. 

If cI(l) = 1 the graph of d will have two bends in general; to prove this we shall need 

the following lemma. 

(2,3) Proposition. Suppose Hr-\,r+\p = 0. Then 

H = COG(p)THrrC°°(p) 

is a Hankel matrix. 

P r o o f . We observe first that C(p)THrr = HrrC(p). If Cj are the columns of 
C°°(p), we have cr = C(p)rc0. For the entries of H we obtain h{j = cTHrrCj = 
cT(C(p)T)iHrrC(pyc0 = cTHrrC(p)i+ic0. • 
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Suppose that (ho • • • K-i) are linearly independent and that hr = a0h0 + ... + 

a r _i l i r _i . Denote by P the polynomial p(z) = -(a0 + .. . + ar-Xzr-l) + zr. Applying 

lemma (2,1) we obtain 
Hnr = Cn(p)THrr. 

Furthermore, H' = Cn(p)THrrCn(p) is Hankel and its first r + 1 columns coincide 

with lt0 • • • hr. Since H' is Hankel by (2,3), H - H' is a Hankel matrix whose first 

r + 1 columns are zero. Thus H = H' + R where R is a lower triangular Hankel. 

For k > r write Ck (p) in the form 

Ck(p) = (I,Zk). 

Also, write It in block form 

R = 

the upper left zero being of type r, r. 

Denote by M the n by n matrix 

M = 

0 0 

0 Ä" 

/ 0 

•zï I 

where the unit matrices are of order r and n — r. For the product MH and its 

submatrices MHnk we obtain the following expressions. We only consider k > n and 

write Kk for the matrix defined by the requirement that the matrix of the first k 

columns of R be 
'0 0 
,0 Kkt 

1 \ f -i2r r lxrrZjn \ I ±lrr ±lrrcjn 

M H - i -Zl 1)\ZIH„ ZlHrrZ + K)~\Q K 

_ / I 0 \ / Hrr HrrZk \ _ / H r r HrrZk 
n k ~ \ - Z l l)\zlHrr ZlHrrZk + Kk)~\* Kk 

If N stands for the (k, k) matrix 

we have 

i -zk 

0 1 

й(к) = а(нпк) = й{мнпкы) = л \ Н т

0

т

 7° 

It follows that d(k) = r + d(Kk) and that d(r + 1) = r. In view of the form of Kk it 

is obvious that there exists an s < n — 1 such that d(s + l) = r and d(s + l + x) = r + x 
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for x > 0. Recalling the definition of t, we can identify s with l, since ht+i is the 
first in the sequence of columns where each column is linearly independent of its 
predecessors. 

Since d(n) = d we have d = d(t + 1 + n - (t + 1)) = n - (t + 1) whence 

t — r = n — d—\. 

Summing up, we have proved the following 

(2.4) Proposition. The function d(j) = d(h0,..., b<j-i) assumes the following 
values 

d(j) = j for 1 <$ j ^ r, 

= r for r ^ j ^ t + V 

= r + j - £ - l for j ^ £ + l . 

Consider the function d^ defined for 1 ^ x ^ n by 

doo(:r) = d(lix_i,. .. , / in_i) . 

In a similar manner it is possible to show that 

doo(x) = d + 1 — x for 1 ^ x ^ t' — V 

= d-t' for J ' - I ^ x ^ r ' , 

= d-t' - (x-r') for x ^ r' 

and that 
n-d- 1 = r' -t'. 

We identify vectors with the corresponding polynomials: the vector a = (On, • • • ? 
fln-i)T will be identified with the polynomial a(x) = n(x)a = an + a\x + ... + 
an_i.Tn~V As a corollary of the preceding proposition, we obtain the following 
known description of the kernel of # . 

(2.5) Proposition. The kernel of a singular Hankel matrix consists of all poly­
nomials of the form m(x)p(x) where m is an arbitrary polynomial of degree ^ t — r. 

P r o o f . This is immediate if r = 0. Now suppose r > 0. We have defined p by 
the relation # n ? r +ip = 0 and proved that # = C^(p)HrrCn(p) + R with R lower 
triangular Hankel. Since the first r+1 columns of R are zero, we also have Rp = 0; the 
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first nonzero column of R being the column with index t + 1, the matrix R annihilates 
p(x),xp(x),... ,xl~rp(x). The matrix Cn(p) annihilatesp(x), xp(x), ..., xn~1~rp(x); 

it follows that KerH contains the t — r + 1 linearly independent polynomials p(x), ..., 

xl~rp(x). The dimension of KerH being n — d(H) = t — r + 1, these polynomials 
span KerH. 

Consider the minimal polynomial p. If p(z) = p0 +p\z + ... +pr-iz
r~1 + zr then 

the r + 1 vector p = (p0,... , P r - i , 1) is characterized by the following two postulates: 
1° Hn>r+ip = 0 where Hn,r+i = (h0,...,hr) 

2° pr = 1. 

Denote by k the multiplicity of zero in p; thus p(z) = zkw(z),w(0) ^ 0. To 
exclude the trivial case of upper triangular Hankel matrices we assume hn-\ ^ 0 so 
that k < n — 1. Since 

pkhk + . . . +prhr = 0 

and pjt / 0 we have hk £ L(/ifc+i, • • •, hr) so that t1 ^ k. Let us show that t' = k. 

Suppose t' < k; then there exists a relation ^ ctjhj = 0 with the following properties 
(1) the first index u which au ^ 0 satisfies u < k. Since p represents the only 

nontrivial relation involving the first r + 1 columns it follows that the last index v 

for which Q^ 7- 0 must be > r + 1. From the definition of t we easily infer that v ^ t. 

Since all columns with indices r + 1 ^ j ^ t belong to L(/i/e,..., / i r- i ) this relation 
would yield another q annihilating Hn?r+i, a contradiction with the uniqueness of p. 
It follows that t' = k. • 

Denote by H' the matrix (hk,..., hr-\,hr). The columns hk,..., hr-\ are linearly 
independent and 

w0hk + . . . + wm-ihr-i + hr = 0 

where m = r — k and Wj = Pj+k- Thus the assumptions of Lemma (2,1) are satisfied. 
It follows that H' = Cn(w)THmm where Hmm is the matrix consisting of the first m 
rows of H'. Define H = Cn(w)THrnmC(w)~kCn(w). We prove that H is a Hankel 
matrix. Indeed, (H).. = cTHrnrnC(w)~kcj = cT(C(w)T)iHrnrnC(w)~kC(wyc0 = 
cTHm7nC(wy~k^c0. 

It is easy to see that 
c(H,j)=c(HJ) 

for k ^ j ^ r — 1. It follows that 

H = H + R0 + Hoo 

with upper triangular Hankel R0 and lower triangular Hankel Hoo- The matrix H0 

has at most k nonzero columns, and the first r + 1 columns of H^ are zero. This 
makes it possible to give a more precise description of the kernel of H. 
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(2,6) Proposition. The kernel of H is generated by all polynomials of the form 

x^w(x) with tr ^ j ^ t — r. The polynomial w has w(0) ^ 0 and its degree is 

r - t' = t — r'. The indices k0 = t', koo = n - t - 1 and m = r — t' = t-r' satisfy 

k0 + m + koo = rf(H). 

The minimal polynomial p may also be characterized as the gcd of all polynomials 
in the kernel of H; this follows from (2,5). The degree of p equals r; it follows from 
(2,1) that this important characteristic of H may also be read off from the sequence 
of north-west subdeterminants of H as the index of the last nonzero determinant in 
the sequence det Hjj. 

It is not difficult to obtain a similar characterization for the degree of w. 

Denote by Hp the (p,p) matrix consisting of the last p rows of Hp, in other words, 
the south-west (p,p) corner of H. Thus 

Hp — 

/ S n - 2 - p • • • S n _ i \ 

\ S n _ i • • • Sn-2+p / 

If p ^ r + 1 the lower parts of the columns hk,..., hr are contained in Hp whence 

det Hp = 0 . 

I f r — k<p^r, consider the last r — k columns of Hp. It is easy to see that this 

submatrix is also contained in (hk, •. • ,hr), a little higher up. Again it follows that 

det Hp = 0. 

In this manner we have shown that detHp = 0 for all p > m = r — k\ we 
shall see, however, that Hm is nonsingular. This is a consequence of the identity 
Hm = {C{w)T)n~mHmmC{w)-k. 

The number m, the degree of the polynomial w, appears thus as the last index for 
which the corresponding Hp is nonsingular. All three characteristics kn, m, koo may 
be described in a similar manner: let us restate the corresponding facts as follows. 

For each p = 1, 2 , . . . , n we define 
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Я ( o o > = 

яw = 

/ S2n-2p • • • S2n-p-l 

\ 5 2 n - p - l • • • S 2 n - 2 , 

(Sn-p-2 • • • Sn-l 

\ S n - l • • • $ n + p - 2 > 

the p by p square submatrices of H in the NW, SE and SW corners respectively. In 

this manner we obtain three sequences of matrices the last term of each sequence be­

ing the matrix H. It follows that the corresponding three sequences of determinants 

have zero as the last term. Thus we may define the three indices k0 -f m, koo + m 

and 771, each the last index in the corresponding sequence for which the determinant 

is nonzero. 
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