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COMPARISON THEOREM FOR THIRD-ORDER 

DIFFERENTIAL EQUATIONS 

JOZEF DZURINA, Kosice 

(Received September 7, 1992) 

Recently, Ohriska has shown ([7]) that using the v-transformation of an equation, 
we can deduce oscillatory and asymptotic behavior of the solutions of the equation 

(1) (r(t){r(t)u'(t))')'+p(t)u{g(t))=0 

from that of the equation 

(2) y"'{t)+p(t)y{g(t))=0. 

In this paper we have been motivated by the observation that there are very few 
effective criteria for transfering some asymptotic properties of the equation (1) to 
the equation 

(3) ( r 2 W(ri ( j> ' (*) ) ' ) ' +P{t)u{g(t)) = 0. 

It is assumed that functions r i , r2, r : [to,oo) -> (0,oo), g: [to,oo) -> R, and p: 

[t0, oo) -> (—oo, 0) are continuous and g(t) -> oo as t -> oo. We always suppose that 

fl ds 
(4) Ri(t) = / —— -> oo as t -> oo for i = 1,2, 

J to rH5) 
(5) * R(t) = / —T-T- -> oo as t -> oo. 

Jt0
 r(s) 

For convenience we formally set r0(t) = rs(t) = 1, t e [to, oo) and make use of the 
following notation: 

Lo(u;rQ)(t) =u(t), 

Li(u;ro,...,n)(t) = ri^Li-x^ro, ...,r{_i)(^]/ fore = 1,2,3. 
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We consider only nontrivial solutions of (3). Such a solution is said to be oscillatory 

if the set of its zeros is unbounded, and nonoscillatory otherwise. In the examination 

of nonoscillatory solutions of (3) we may restrict our attention to positive solutions 

of (3). If u is a positive solution of (3) then L3 (u; r0, r i , r2, r3) (t) > 0 and so according 

to a generalization of a lemma by Kiguradze (see e.g. [6]) we have either 

(6) L0(u;r0)(t) > 0, Li(u;r0,n)(t) > 0 and L2(u;r0,n,r2)(t) < 0 

or 

(7) L0(u\r0)(t) > 0, Lx(u-r0,n)(t) > 0 and L2(u;r0,ri,r2)(*) > 0 

for all sufficiently large t. A function u satisfying (6) ((7)) is said to be of degree 

£ = l (̂  -= 3). Denote by Ni the set of all positive solutions of (3) which are of degree 

£. Then the set N of all positive solutions of (3) has the decomposition N = N\ U1V3. 

We are interested in the extreme situation in which N = N3. When this situation 

occurs, following Kiguradze [4], we say that equation (3) enjoys property (B). 

It is well known that equation (3) has property (B) if 

Г 

Г 

|p(s)|ds = 00, 

therefore in the sequel we may assume that 

|p(s) |ds < 00. 

To the best of the author's knowledge it is usually the condition 

(8) r(t)>mzx{n(t),r2(t)}, t>t0 

that is imposed on the functions r, ri and r 2 in the comparison theorems which 

are applicable to equations (1) and (3). The objective of this paper is to establish 

a comparison result between equations (1) and (3) without imposing the condition 

(8) on the function r, and on the basis of the desired comparison theorem (Cf. 

Theorem 1) to obtain sufficient conditions for equation (3) to have property (B). 

For other related results the reader is referred to the papers [2], [3] and [8]. In 

passing, the term "property (A)" refers to equation (3) for which p(t) > 0 and it is 

used to express the situation in which N = N0. 

We begin by formulating some preparatory results which are needed in the sequel. 

Theorem A. (See Corollary 1 in [6].) Let (4) hold. Equation (3) has prop­

erty (B) if and only if so does the differential inequality 

^(r2(t)(rx(t)u\t)y)\p(t)u(g^ 
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This theorem exhibits an important relationship between the differential equa­
tion (3) and the relevant differential inequality. 

Theorem B. Let (5) hold. Equation (1) has a solution v satisfying 

lim v(t) = a0 G R - {0} 
t-+oo 

for some a0 if and only if 

/

oo 

|p(s)|it:2(.s)ds < oo. 

This theorem is a special case of Theorem 1 of Kitamura and Kusano (see [5]). 

Lemma 1. Suppose that (4) and (5) are satisfied. Let u be a positive solution 

of (3) such that u e N\. Assume that 

and 

(10) — is a nondecreasing function. 
Hi 

Then there exists a constant c ^ 0 such that 

rt -I /»oo -i /»oo 

(11)
 L^GDL ^ML ^s3)i"^s3))ds3ds2dsi 

rt -j /»oo -I /»oo 

*-C+L*DL ^)L i^s3)iu^s3))ds3ds2dsi' 
t ^ t\, provided ti is large enough. 

P r o o f . Suppose that u is a positive solution of equation (3) satisfying inequal­
ities (6) for all t^tife t0). 

Set 

/

oo 

\p(s)\u(g(s))ds, 

f°° 1 f°° 1 
p i ( ' ) = / TT-P(*)d* and P2(t) = ^P(s)ds 

Jt r(s) Jt r2(s) 
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for t^ ti. Integration by parts yields 

rt P2(S) 

Jtг 
ds = Ri(t)P2(t) - Ri(ti)P2(ti) 

Гi(5) 

+ Ґ. 
r2(s) 

+ Ґ!Щp(з)d3ì t>tlm 
Лi 

Rom (9) and (10) it follows that 

, 0 0 1 

Ri(t)P2(t) = Rtf) / —-P(s)ds 

(12) Jt r a ( s ) 

r°° RCs. P(s^ r°° 1 
j f .«..(*) r(a) j t r(s) 

On the other hand, using (9) we arrive at 

(13) / ' * ( , ) « / > , , 
Jt! rl(S) JtX AS) 

and furthermore there exists a constant c ^ 0 such that 

(14) ~Ri(ti)P2(ti) > -c- R(ti)Pi(ti). 

Combining (12), (13) and (14) we get (11). The proof is complete. • 

Now, we are prepared to compare equation (3) with equation (1). 

T h e o r e m 1. Suppose that (4), (5), (9) and (10) are satisfied. Then equation 

(3) has property (B) if so does equation (1). 

P r o o f . Let u be a positive solution of (3). Suppose that u satisfies inequalities 

(6) on [£i,oo) (i.e. u G Ni). By integrating (3), with the aid of (6), we may write 

pt -i /»oo -i poo 

u(t)^u(ti)+ / / \p(s3)\u(g(s3))ds3ds2dsu t^tx. 
Jtl

 r l ($l) J8! ?2(S2) Js2 

According to Lemma 1, there exists a c ^ O such that 

pt -i pOO -I pOO 

(15) U(t) ^U(ti)-C+ / -T-T / -T-T / |p(53)h(g(s3))d53d52d5i, t ^ ] . 
Jt- r ( 5 l ) JS1 ^(S2) JS2 

We have supposed that equation (1) has property (B) and so (1) cannot have a 

solution v with the property lim v(t) = ao G R — {0} for any ao, therefore Theorem 
£ — • 0 0 

B yields that 

/
oo 

|p(s)|#2(s)ds:---00, 
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which implies that 

pt -i ,/»oo -j roo 

(16) / ——- / - 7 — 7 / | p (5 3 ) | d5 3 d5 2 d5 i -» 00 as £ - + 0 0 . 
J*0

 r ( 5 i ) ^ x ^ 2 ) J52 

Noting that u is increasing (̂  = 1), we may assume that u(g(t)) ^ c\ > 0 for 

t ^ t \ , and hence, taking (16) into account, we see that the right hand side of (15) 

is unbounded as t -> 00. Consequently, there exists a t2 ^ £1 such that 

pt -1 /»oo -1 лoo 

17) u(t)^u(t1) + -r^ -7—- / Ь(5 3 ) |u( í ř(sз))dsзds2d S l , i ^ í2-
jt2 Ф i ) Л , Ф 2 ) j S 2 

Let us denote the right hand side of (17) by y(t). Repeated differentiation of 

y shows that L0(y;r0)(t) > 0, Li(y;r0,r)(t) > 0, L2(y;r0,r,r)(t) < 0 and 

L3(y;r0,r,r,r3)(t) > 0 for t ^ t2 and 

(r(t){r(t)y'(t)),)f + p(t)u(g(t)) = 0, t> t2. 

Since u(g(t)) ^ y(g(t)) for all large t, say £ ̂  £3, we obtain 

( r ( 0 ( r ( % ' ( * ) ) ' ) ' +p(t)y{g(t)) > 0, t> t3. 

As y is a function of degree £ = 1, using Theorem A applied to equation (1) we 

obtain from the last inequality that equation (1) cannot enjoy property (B). This is 

a contradiction, and the proof is complete. • 

Now we illustrate an application of the above-mentioned comparison principle. 

Theorem C. (Theorem 11 in [1].) Let (5) hold. Assume that g satisfies 

(18) gECHfo.oo)), g(t)^t and g'(t)>0. 

Then equation (1) has property (B) provided 

\im sup R2(g(t)) / p(s)ds < -
1 

i-юo Jt З v З 

T h e o r e m 2. Suppose that (4) and (18) are satisfied. Let 

/•-*(*) R . ( S ) r°° 1 
(19) limsup / —^j-rds / p(s)ds < -=, 

t-+ooyJt0 r2(s) Jt

 yK 6x/3 
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and let 

-2 /"* Ri(s) 
(20) (Ri(t)) / — ^ r - d s be nondecreasing. 

Ji„ T2(S) 

Then equation (3) has property (B). 

P r o o f . We consider equation (1) with the function r defined by the relation: 

r(*) r2(*) 

Integrating (21) and extracting the square root of the resulting equality, we arrive 

at 

(22) R(t) = yjl[ [ - ^ 4 dsV "+ °° ^ * "• °°> 
\Jto r2(s) ) 

where we have used (4). Hence, function R/R\ is nondecreasing if and only if (20) 

holds. From (22) we conclude that condition (19) is equivalent to the condition 

/•OO 

(23) \im sup R2(g(t)) / p(s) ds < 
t-+oo Jt 3 ^ 3 ' 

which, as we see from Theorem C, guarantees together with (18) that equation (1) 

has property (B). Consequently, Theorem 1 applied to equations (1) and (3) ensures 

that equation (3) has property (B). The proof is complete. • 

Corollary 1. Assume that the hypotheses of Theorem 2 hold except that the 

relation (20) is replaced by one of the following conditions: 

m шĹ 4 И , . , (Яi(<)) 
2 

ds ^ 7-.—, t ^ ІQ, 
ri(t) Jtl) r2(s) ^ r2(t) 

or 
n 

(25) — is nondecreasing. 
r2 

Then equation (3) has property (B). 

P r o o f . The function (Ri (t)) ft r

 1>j ds is nondecreasing if its first derivative 

is nonnegative, which occurs if (24) holds. Using (25), it is not hard to see that 

r^ds^^ r^ds=^(j^ 
J to Ms) r2(t)Jt0 n(s) r2(t) 2 

which implies (24). The proof is complete. • 
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E x a m p l e 1. Let us consider the equation 

(** ( t -u ' (* ) ) 'Y- -n -« ( to ) - -0 , t ^ l , 6 6(0,1] , 
\ / t c 

By Corollary 1, this equation has property (B) if a > —^r-r- ^ 
432 \ /36* 

By the technique we have used in the proof of Theorem 2 we can "produce" many 
more sufficient conditions for equation (3) to have property (B). The relation (21) 
shows how to define the function r to obtain equation (1) for comparing with equation 
(3). We give another example of the application of Theorem 1. 

For the special case of equation (3), namely, for the equation 

(26) y'"(t)+p(t)y(t)=0, 

Chanturia and Kiguradze [3] have obtained the following result. 

Theorem D. Assume that 

2\/3 /•OO 

liminf t / s|p(s)|d.s > 
t-+oo Jt 9 

or 
/•OO 

limsup t / s|p(s)|ds > 2. 
t-rOO it 

Then equation (26) has property (B). 

We extend their result to equation (3). 

Theorem 3. Assume that (4) and (20) hold and g(t) = t. Further suppose that 

V3 
(27) liminfff ^4dSV f W,)|f f - ^ d . ) ' ds > £ 

'->«> Vjto r2(s) J Jt
 m n\Jt0 r2(x) J 9 

or 

,„, ^(rm*)* ["wirm*,)' 
t->oo Vjto r2(«) / jt Vjto r2(z) j 

Then equation (3) has property (B). 

P r o o f . Let us consider the equation 

(29) (r(t){r(t)u'(t))')' +p(t)u(t)=0, 
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where the function r is given by the relation (21). The theory of the v-transformation 

of an equation (see [7]) provides the result that equation (29) has property (B) if 
and only if so does the equation 

(30) y'"(t) +r(R~1 (t)) p (R~\t)) y(t) = 0, 

where It-1 is the inverse function to I?, which is defined by (5). On the other hand, 

Theorem D guarantees that equation (30) has property B if 

2\/3 

or 
/

oo 

sr(R-1(s))\p(R-1(s))\ds> 

/•OO 

limsup t / sr(R~1(s)) \p(R~l(s)) \ds > 2, 
£-»oo Jt 

which in view of (22) is equivalent to (27) or (28), respectively. Hence, equation (30) 

as well as equation (29) have property (B). Applying Theorem 1 to equations (29) 

and (3) we see that the assertion of this theorem holds true, • 

The following considerations are aimed at extending the previous result to the 
equations with deviating arguments. 

Theorem E. Assume that (4) and (18) are satisfied. Then equation (3) has 

property (B) if so does the equation 

(raWM-VW)')' + ^(g-iffl)u(f) = °-

For the proof of Theorem E see e.g. [1] or [6]. From Theorem E and Theorem 3 

we have 

Theorem 4. Assume that (4), (18) and (20) hold. Further suppose that 

^Mtr^i.)1 rlPia)l(r
Ms^i6x)'ds>^ 

*->~ \Jt„ r2(s) ) Jt \Jt0 r2(x) ) 9 
or 

•K?(r^*)'r«"'(r^-) ,*>L 

Then equation (3) has property (B). 
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Taking Corollary 1 into account we see that if we replace the condition (20) either 

by the condition (24) or by (25) then the conclusions of Theorem 3 and 4 remain 

valid. 

Now we return to Theorem 1. As a matter of fact we are able to establish a 

comparison theorem more general than Theorem 1. For our next considerations we 

need continuous functions z and w such that w: [to,oo) —> R, z: [to,oo) -> (-oo,0), 

and w(t) —> oo as t —> oo. 

Theorem 5. Assume that (4), (5), (9) and (10) are satisfied. Further, suppose 

that 

g(t)^w(t), t ^ t 0 , 

\p(t)\^\z(t)\, t>to. 

If the equation 

(r(t)(r(t)u'(t))')' + z(t)u(w(t)) =0 

has property (B) then so does equation (3). 

P r o o f . From Theorem 1 one gets that the equation 

(32) (r2(t)(ri(t)u\t))y + z(t)u(w(t)) =0 

has property (B). An application of Theorem 1 from [6] to equations (32) and (3) 

then yields that (3) has property (B). The proof is complete. • 
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