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Abstract. In analogy with effect algebras, we introduce the test spaces and M V-test
spaces. A test corresponds to a hypothesis on the propositional system, or, equivalently, to
a partition of unity. We show that there is a close correspondence between MV -algebras
and MV -test spaces.
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1. INTRODUCTION

The event structure of a logical system of a quantum physical model can be iden-
tified with a quantum logic [1] or an effect algebra [9]. In classical mechanics it is
assumed to be a Boolean algebra. Other important structures which entered mathe-
matics in the fifties by the finding of Chang [2] are MV -algebras. For them we have
the famous Mundici’s representation theorem [13], [3]. It says that M V-algebras can
be viewed as intervals in unital Abelian ¢-groups. If we relax the lattice structure of
unital po-groups, we have intervals which always correspond to effect algebras, but
the vice-versa statement does not have to be true.

Let us recall that a partial algebra E = (E;+,0, 1) is said to be an effect algebra
if, for all a,b,c € F,

(E1) a+ b is defined in E iff b+ a is defined, and in this case a + b= b + q;

(E2) a+b,(a+b)+ care defined iff b+ ¢ and a+ (b+ ¢) are defined, and in this
case (a+b)+c=a+ (b+c);

(E3) for any a € E, there exists a unique element a’ € E such that a + o’ = 1;

The paper has been supported by Soft Computing Laboratory of Salerno University,
Salerno, Italy, and by the grant 2/7193/20 SAV, Bratislava, Slovakia.
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(E4) if a + 1 is defined in E, then a = 0.

We define a < b iff there exists an element ¢ € E such that a + ¢ = b, and then <
is a partial ordering; we write ¢ := b — a.

For example, if (G,u) is an Abelian unital po-group with a strong unit u, and
if T(G,u) == {g € G: 0 < g < u} is endowed with the restriction of the group
addition +, then (I'(G,u);+,0,u) is an effect algebra.

Let us recall that an MV -algebra is an algebra M := (M;®,®,*,0,1) of type
(2,2,1,0,0) such that, for all a,b,c € M, we have a ©® b = (a* & b*)* and

Ml) a®@b=b®q;

(M2) (a®b)®dc=ad (bBc);
(M3) a®0=aq;

(M4) a®1=1;

(M5) (0)° = a;

(M6) a®a* =1;

(M7) 0* = 1;

(M8) (a @b) ®b=(adb*)*

If we define a partial operation + on M in such a way that a + b is defined in M
iff a < b* and then set a + b := a ® b, we see that (M;+,0,1) is an effect algebra.

For two elements a and b of an effect algebra E (or an MV -algebra) we write a L b
iff a + b is defined.

For a finite sequence F' = {a;}!_; of elements in F we write @ F :=a1+...+ay
provided the element a1 + ...+ a,, is defined in E. In this case we also say that F is
@-orthogonal.

A finite sequence F' = {a;}_; of non-zero elements in E is said to be a partition
of unity if a1 + ...+ a, = 1. Let us recall that our definition of partition of unity is
different from that of Mundici [15] (e.g., {a, ax} is a partition of unity (0 # a # 1)
but it is not a partition in the sense of Mundici).

It seems that M V-algebras play a role analogous to that of Boolean algebras within
quantum logics [6]. For instance, it was observed by Riecanova [16] that every lattice
effect algebra E can be covered by MV -subalgebras of E.

Foulis and Randall [10], in 1972, gave a new mathematical foundation of an oper-
ational probability theory and statistics based upon a generalization of the conven-
tional notion of sample space in the sense of Kolmogorov [12]. They introduced tests
and test spaces which in a “Kolmogorovian fashion” entail a propositional system of
the quantum mechanical system. The main notion is a test space with tests. They
are defined on the set of outcomes as a natural generalization of hypotheses which
can be verified on outcomes after. After introducing an appropriate equivalence, we
obtain an algebraic structure describing the quantum mechanical system.
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This approach was further generalized in [5] (see also [6] for D-posets and effect
algebras).

Inspired by this approach and the intimate relations among effect algebras and
MYV -algebras, we introduce two kinds of test spaces and MV-test spaces. They are
in a close correspondence with MV-algebras. In addition, we show that there is a
correspondence between states on M V-algebras and weights on M V-test spaces.

2. TEST SPACES I

In the present section we introduce test spaces. The definition is motivated by [6],
[5]. Another equivalent notion will be introduced in Section 4.

Let X be a nonempty set. The elements of X are called outcomes. A function
F: I — X is said to be of finite multiplicity if, for any x € X, F~(x) is of finite
cardinality. For arbitrary sets I and .J and functions F € X! and G € X7 define
F < G iff there is an injection o: I — J such that F = Goo, i.e. F(i) = G(o(i)) for
alltel. If F < Gand o: I — J is a bijection, we say that F' and G are equivalent,
in symbols F' ~ G. In what follows, we will identify functions which are equivalent.!
Therefore, we can correctly define a function FUG as follows: Let K = I’ U.J’, where
I'nJ’ =0and ¢: I — I',4: J — J' are bijections. Then FUG is an element of X &
such that
F@G) iftiel, k=),

G(j) ifjed, k=v().

Let us note that the associativity (FUG)UH = F U (G U H) holds, and therefore
for both sides we can write F'UG U H. It can be easily checked that < is a preorder

FUG(k) = {

which becomes a partial order on equivalence classes with respect to ~.
Let Z(F) := {F(i): i € I} denote the range of F € X',

Definition 2.1. Let 7 = {F € X!: [ € .}, where X # () and .# is a nonvoid
family of index sets. We say that the pair (X, .7) is a test space (of the first type)
if the following three conditions are satisfied:

(i) Any T € 7 is of finite multiplicity.
(ii) For every x € X there is a T € .7 such that z € Z(T).
(iii) If S,T € 7 and S < T, then S ~ T.

Any element of 7 is called a test.

! Observe that if I = (), then X! = {0}.

191



Lemma 2.2. If F € X! is a test, then I # (.

Proof. Let F =0 € .7. Then, forany T € 7, F < T implies F' ~ T and,
by (iii) of Definition 2.1, T' = () which is in contradiction with the condition (ii) of
Definition 2.1. O

Definition 2.3. Let (X,.7) be a test space. Let J be arbitrary and let G € X 7.
We say that G is an event if there is a test T' € .7 such that G < T'. Let us denote
the set of all events in .7 by & = &(X, 7).

Clearly, 0 € &.

Definition 2.4. Let (X,.7) be a test space. We say that two events F and G
are
(i) orthogonal to each other, in symbols F' L G, if there is a test T € .7 such that
FUGXT;
(ii) local complements of each other, in symbols F loc G, if there is a test T €
such that FUG ~ T
(iil) perspective with azis H, in symbols F ~py G, if they share a common local
complement H.

We write F ~p G or F =~ G if the axis is not emphasized.
Lemma 2.5.

(i) If 0 ~ G, then O ~ G.
(ii) If T,S € J are tests, then T =~ S with axis ().

Proof. (i) Every local complement of (J is a test. Therefore, if ) ~ G, there
is a test T such that TUG is a test. But then T' < TUG implies T ~ T U G, which
implies G ~ 0.

(ii) Observe that the unique local complement of every test is (). O

Definition 2.6. A test space (X,.7) is algebraic if the following implication
holds true: If F,G,H € &, F~G and F L H, then G 1L H.

For simplicity, we usually refer to X rather than to (X, Z) when we deal with test
spaces. In what follows, let X be a test space.

Lemma 2.7. A test space X is algebraic if and only if, for F,G, H € &,

F~(, FlocH = Gloc H.

Proof. Let X be algebraic and let G, H € &, F ~ G, Floc H. The
algebraicity implies that G L. H. Let @ be a local complement of G U H. Then
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HUQlocG implies H UQ L F. But since H loc F, HUF < HU F U Q implies
HUF ~HUFUQ, we obtain Q = 0.

The converse implication follows from the fact that if two events are orthogonal,
then one of them can be enlarged to a local complement of the other. U

Lemma 2.8. If X is algebraic, then = is transitive on &, hence = is an equivalence

relation.

Proof. Suppose F,G,H € & with FF ~ G and G =~ H. Let K be the axis
for G =& H. By Lemma 2.7, K is a local complement of F, hence F' ~ H with
axis K. 0

3. MV -TEST SPACES

In the present section we show how M V-algebras can be identified with test spaces.
Here by tests and test spaces we understand the corresponding notions defined in
Section 2. In an analogous way we can also use the notions which will be defined in
Section 4.

We say that a test space (X, .7) possesses the strong Riesz property if, given four
events By, Fy, Fi, F» with By L E, and F} L F, such that F1UEy; ~ FiUF,,
there exist four events C11, C12, Ca1, Cag such that By ~ C11UC2, By ~ Ca1UCh9,
Fy =~ C11UCs1, Fy == C31UC99, and if there exists an event C such that C' < C5 and
C < Cyy, then C = 0.

In what follows we show that any algebraic test space possessing the strong Riesz
property will give rise to an MV -algebra, and conversely, each M V-algebra gives us
an algebraic test space possessing the strong Riesz property. Hence, any algebraic
test space possessing the strong Riesz property is said to be an MV -test space.

Definition 3.1. Let X be an algebraic test space. If F' € &, we define w(F) :=
{G € &: G =~ F} and refer to w(F) as the proposition affiliated with F. The set

(3.1) I =1(X):= {n(F): Feé&)}

is called the logic of the test space X.

We define 0,1 € II by
(3.2) 0=mn(0), 1==(1),
where T is any test.

The following two theorems are the key results of the section.
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Theorem 3.2. Let (X,.7) be an MV -test space. Then II(X) with 0 := (),
1 =x(T), where T is a test, can be organized into an MV -algebra.

Proof. We define a partial binary operation + on II(X) as follows. For two
elements a = 7(A) and b = 7(B), a + b is defined in II(X) and equals to ¢ = 7(C)
iff there exists an event C’ € w(C) such that there are A’ € 7(A) and B’ € n(B)
with A’UB’ ~ C’. The algebraicity of the test space yields that our partial binary
operation + is well-defined. In addition, it is commutative associative, with the
neutral element 0. Also, M := TI(X) is an effect algebra. For any a = 7(A) we
define a* = w(A’), where A’ is a local complement of A.

The partial addition + implies a partial binary relation < on II(X) defined as
follows: a < b iff there exists an event ¢ € M such that a + ¢ = b. In that case, we
define c =b — a.

Suppose now that a; +as = by +b2 in M. Our hypotheses yield that there are four
elements cq1, ¢12, Ca1, co2 € M such that a1 = ¢11 + ¢12, ag = co1 + co2, b1 = ¢11 + 21,
by = c12+ca2 and ¢12 Aca; = 0. Using this property, we can prove (see [7, Prop. 3.3])
that our effect algebra is a lattice. Indeed, since a +a* =b+b* =1 for all a,b € M,
there exist four elements cq1, ¢12, Co1, Coa € M such that a = c11 + ¢12, a* = ca1 + Ca9,
b= ci1 + co1, b = c12 + o9 and ¢332 A cg1 = 0. Then ¢12 V 1 = ¢12 + ¢21 and
c11 + (12 Vear) = (11 +c12) V (e11 +¢21) = a Vb

Moreover, it is possible to show (see [8, Prop. 8.7]) that, for all a,b € M,

a—(aNb)=(aVb)—0>.

Hence, by [8, Thm 8.8], M can be organized into an MV-algebra (M;®,®,*,0,1)
as follows:

a®b:=(a" —(a" AD))T,

a®b:=a—(aNnb").

O

Theorem 3.3. Let M be an MV -algebra. Then there exists an MV -test
space (X, 7) such that M is an MV -algebra isomorphic to II(X).

Proof. Let X = M\ {0} and let .7 be the set of all finite partitions of 1 in M
consisting of nonzero elements. We claim that (X, .7) is a test space. Indeed, we
have {1} € 7, and if a # 0, a # 1, then {a,a*} € 7 and a € Z({a,a*}) which
proves that (X, .7) is a test space. Moreover, (X, .7) is algebraic. Indeed, let F, G, H
be events such that '~ G and F'loc H. Then F = {a1,...,an}, G ={b1,...,bm},
H={c1,...,ck}. Let K ={d1,...,d;} bethe axisfor F ~ G. Now F+P K =1,
PG+PK =1, PF+PH=1,sothat PH =P K and PG+ PH =1,
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hence G loc H. Because every MV -algebra possesses the strong Riesz property, so
does the test space. Thus the test space is an MV -test space.

Let II(X) be the logic of X. By Theorem 3.2, II(X) is an M V-algebra. Define a
mapping ¢: M — II(X) by

(3.3) D=V 00 itao.

{W({a}) if a#0,
The mapping ¢ preserves the partial addition + from M onto II(X). Indeed, let
a+be M. If one of a, b is 0, then p(a) L p(b) is evident. If a # 0 # b, then either
a = b* or a # b*. Thus {a,b} or {a,b, (a + b)*}, respectively, are partitions of 1,
which implies that ¢(a) L ¢(b) and p(a + b) = p(a) + @(b).

Let now m({a}) L w({b}). There is a partition of 1 containing a and b, hence a L b
in M. This proves that ¢ is injective. To prove that ¢ is onto, let A = {a1,...,a,}

be an event. Then A is @-orthogonal, and we put a = € a;. Then
i=1

n(4) = n({ar,...,an}) = Pr{ai}) = 7({a}) = ¢(a),

i=1

hence ¢ is onto.

Moreover, we show that ¢ preserves V. It is clear that v(a V b) > ¢(a), p(b). If
o(x) = ¢la),o(b), then x > a,b, so that z > a V b and p(z) > p(a Vb). According
to the rest of the proof of Theorem 3.2, ¢ is the M V-isomorphism in question. [

Let ¢: X — Y be a mapping. For E € X! we denote by ¢(FE) the function
p(E) :=poEeY/,
that is,
(34) P(E)(i) = p(E(), i€l

A mapping ¢: X — Y is called a homomorphism of test spaces (X,.7) and (Y,.%)
if o(T) € & for every T € 7. Evidently, if £, F € &(X) and ELF, then ¢(E),
P(F) e &Y), p(E)Lp(F) and p(E U F) = p(E) U p(F) (we identify events related
by ~). Also, E ~ F implies p(F) ~ ¢(F).
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Proposition 3.4. Let ¢ be a homomorphism of two test spaces (X,.7) and
(Y,.). If (X, .7) is an MV -test space, then so is (¢(X), ¢(7)), where ¢(.7) stands
for {p(T): T € T}.

Proof. For any y € ¢(X) there is an € X with y = ¢(x). If T € .7 is such
that € Z(T), then p(z) € Z(p(T)). This proves that (p(X), p(7)) is a test space.
If now £ € X!, F € X7 are such that ¢(E)Lo(F), then INJ = (), so that ELF.
Moreover, o(EUF) = p(E) U p(F). If o(F)locp(F), then ELF implies that there
isa G € &(X) such that EUGUF € 7. But then ¢o(F)Up(G)Up(F) € ¢(.7) and
also p(E) U p(F) € ¢(7), which yields p(G) = (). Hence G = () and E loc F. This
proves that F'loc F' iff o(E)loc ¢(F), from which we easily derive that (p(X), o(.7))
is algebraic iff (X,.7) is algebraic. Moreover, we easily see that if (X,.7) is an
MYV -test space, then so is (¢(X), p(7)). O

Proposition 3.5. Let (X,.7) and (Y,.) be MV -test spaces and let p: X —Y
be a homomorphism. Then the mapping t: 1I(X) — II(Y) defined by

(3-5) P(r(E)) :=m(p(E) (E € &(X)),

is a homomorphism of effect algebras.

Proof. Clearly, ¢(1) = 1. Further, 7(F)Lx(G) implies F LG and ¢(F)L ¢(G),
so that (7 (F))Ly(m(Q)) and p(F UG) = o(F) U ¢(G), which gives ¢ (m(F) +
(@) = (n(F)) + ¢(x(G)). 0

Let us recall that if h: M; — Ms is a homomorphism of M V-algebras, then the
restriction of h onto M; \ {0} is a homomorphism of MV -test spaces (M1 \ {0}, .7)
and (Ms \ {0},.7), where .7 and . are the sets of all partitions in M; and My, iff
h is injective. Hence we can define the following two categories.

Let .# ¥ be the category of MV-algebras whose objects are M V-algebras and
morphisms are injective homomorphisms of MV -algebras. By .# .7 we denote the
category of MV -test spaces whose objects are MV -test spaces and morphisms are
injective homomorphisms of MV -test spaces. It would be interesting to see whether
these categories are equivalent. This question seems to be open.
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4. TEST SPACES II

In the present section we describe an alternative and equivalent way how to define
test spaces. This approach is motivated by [11].

Let X be a nonempty set describing a system, elements of X being called outcomes,
and let .7 C {0,1,2,...}X. We call (X,.7) a test space (of the second type) if

(1) for any x € X there exists a T € 7 such that T'(z) # 0;
(2) it S, T €7 with S <T (ie., S(x) < T(x) for all x € X), then S =T.

The elements of 7 are called tests.

We call a function F € {0,1,2,...}*X an event if F < T for some T € .7, and let
& = &8(X,T7) be the set of all events. We say that F,G € & are

(i) mutually exclusive (F L G) if F+ G € &

(ii) local complements of each other (F'locG) if F+ G € 7,

(ili) perspective (F = G) if they share a local complement. We say that a test
space 7 is algebraic if the following holds true: if F,G,H € &, F ~ G and H | F,
then H 1 G.

For two events F,G € & we write F' < G iff there is a mutually exclusive event
H 1 F such that FF+ H = G.

Let O: X — {0,1,2,...} be defined by O(x) = 0 for all z € X. Then O is an
event, while O < T for any test T, i.e., O € &. In addition, we always have T' € &.
We recall that if T is a test, then T' £ O. If not, since O < S for any S € 7, we
would have S = O by (2) which is a contradiction with (1) of the definition of the
test space.

It is worth recalling that if .7 C {0,1}%X, then the tests are crisp subsets of X
because they are characteristic functions of subsets of X. They then correspond to
two-valued reasoning, i.e. to the situation when the system is defined precisely. If
T C{0,1,...,n}%, then the tests correspond to the situation when the system is
described by multivalued logic, e.g. by an (n + 1)-valued logic using fuzzy sets from

Ln+1 = {0,1/7172/71,,71/71}

as is shown in the following examples.

Example 4.1. Let B be a Boolean algebra of subsets of a nonvoid set 2. Define
X = B\ {0}. Let Ay,..., A, be a decomposition of 2, i.e. A;NA; =0 for i # j,
and A; U...UA, = Q. Define a function Fa,,  a,: X — {0,1} by

.....

.....

1 if A=A, forsome i=1,...,n,
A,(4) =

0 otherwise.

Then the system .7 of all such functions Fla, . 4, is an algebraic test space.

n
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The following two examples are connected with the Ulam game with one lie
(n lies), [3], i.e. a game with two players where one player is asking the smallest
possible number of questions to find an unknown number from the known set of
numbers, and the second player can only answer “yes” or “no”, being allowed at
most one lie (n lies).

Example 4.2. Let us consider a three-valued logic, i.e., the Lukasiewicz logic
connected with the truth values system Ls = {0,1/2,1}. Assume that our system
is described by a two-valued set X = {x1,z2}. Define two functions F; and F» as
mappings from X into {0,1,2} by

Fy () 2 if x =z,
€Tr) =
! 0 if z = xo,

and

Fy(a) 0 if z =xq,
€Tr) =
? 1 if & = a0

Then {F}, F»} is an algebraic test space connected with a three-valued reasoning.

Example 4.3. Let us consider an (n 4 1)-valued logic, i.e., the Lukasiewicz logic
connected with the truth values system L1 = {0,1/n,2/n,...,1}. Assume that
our system is described by an n-element set X = {z1,...,z,}. Define for any n-tuple
(k1,...,kn) of integers from the set {0,1,...,n} with 1k + 2ko + ...+ nk, =n a
function Fy, . k,: X — {0,1,...,n} by

Fy,... k(@) =k, if x=ux; for some i=1,...,n.

Then the system .7 of all such functions F}, ., is an algebraic test space connected

.....

with (n + 1)-valued reasoning.

It is interesting to recall that the test spaces are in fact all partitions of the
truth-value which are possible in the given system using two-valued or multivalued
reasoning for the description of our logical system.

Let us recall that the following results have similar proofs as those in Section 2.
We include them here only to make the exposition self-contained.

Proposition 4.4. A test space (X,.7) is algebraic if and only if, for all
F.G . H €&,
F~(, FlocH = Gloc H.

Proof. Let (X,Z) be an algebraic test space, and let F,G,H € &, F = G,
Floc H. The algebraicity implies that G 1L H. Let @ be a local complement of
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G+ H. Then (H 4+ @Q)loc G implies (H+ Q) L F. But since (H+F)x H+F+Q,
we get Q = O, i.e. Gloc H.

Suppose the converse and let F'~ G and H 1. F. Then H + F € &, and there is
a local complement F' to H + F, i.e. H+ F + F' € . Hence (H + F') loc F and
by the assumptions, G loc (H + F’) so that H L G. O

Proposition 4.5. Let (X, &) be an algebraic test space. Then the relation = is
an equivalence on the space of all events & = &(X, 7).

Proof. Let F be anevent. Thereis a test T such that F <7T. Then F/ =T - F
is a local complement of F', hence F ~ F'.

It is evident that if F' ~ G then G =~ F.

Assume F' =~ G and G ~ H. By Proposition 4.4, if K is a local complement to H,
so is it for G and consequently for F'. O

Let us say that a test space (X,.7) possesses the strong Riesz property if, given
four events Fq, Fo, Fy, F5 with E; 1 FEs and Fy 1 F5 such that Ey + Fy =~ Fy + F5,
there exist four events C11, Ci2, Ca1, Cas such that Fy = C11 4+ Cia, Fo &= Cy1 + Cho,
Fy =~ Ci1 + Oy, Fy = Co1 + Cyo, and if there exists an event C such that C' < C1»
and C' < Cy1, then C = 0.

Like in Section 3 we define, for an algebraic test space (X, .7),

m(F)={Geé&: G F}
and refer to 7(F') as the proposition (or an event) affiliated with F'. The set
nN=1(X,7):={x(F): Fed&}

is called the event structure of the test space (X, 7).

We define 0,1 € II by

0=n(0), 1==(T),
where T is any test.

We say that a test space (X,.7) (of the second type) possesses the strong Riesz
property if, given four events Fq, Fso, Fy, Fo with Ey 1 Es and F; L F5 such that
F1+FEy = F1+F5, there exist four events C1, C12, Ca1, Cos such that By ~ C11+Co,
Ey = Cy1 + Coo, Fi = C11 + Cy1, F5 = Cy1 + Css, and if there exists an event C'
such that C < C12 and C < Cyy, then C = 0.

An algebraic test space (of the second type) satisfying the strong Riesz property
is called an MV -test space (of the second type). Comparing both types of MV -test
spaces we will see that they are essentially identical. It follows from the next result
because results analogous to Theorem 3.2 and Theorem 3.3 are also true for this type
of test spaces.
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Theorem 4.6. Let M be an MYV-algebra. Then there exists an MYV -test
space (X, .7) such that II(X, .7) is an MV -algebra isomorphic to M. Conversely, if
(X,7) is an MV -test space, then II(X) can be organized into an MV -algebra.

Proof. The proof follows similar lines to those in Theorems 3.2 and 3.3. We
outline only the main ideas.

Let M be an MV-algebra and let (M;+,0,1) be the effect algebra derived from
the MV-algebra M, where + is the partial addition taken from @ viaa+b:=a @b
whenever @ < b*. Set X = F \ {0}. We define a test space 7 as the system of
all functions F': X — {0,1,2,...} such that F' is zero for all but a finite number of
elements of X and

(4.1) Y Fla)a=1.

aceX

In other words, any non-zero value of F'(a)a is multiplicity of the element a in the
partition of 1.

We claim that (X,.7) is an algebraic test space. Indeed, let a € X. Then either
there is an integer n > 1 such that na = 1, or there is no such an integer. In the
former case we define F, by F,(a) = n and F,(z) = 0 for = # a. In the latter case,
we put Fy(a) = 1, Fo(a’) = 1, and Fy(z) = 0 if ¢ {a,a’}. Then F, € J and
Fu(a) #0.

If now F < G for F,G € 7, then

1:ZF(a)a§ ZG(a)azl7

acX acX

which proves F' = G.
It is evident that a function F': X — {0,1,2,...} is an event iff F' takes nonzero
values only for finitely many elements of X, and

Z F(a)a € E.

acX

Hence F’ € &(X,.7) is a local complement of F' iff
Z F'(a)a + Z F(a)a = 1.
acX acX

Hence if F' ~ G and H loc F’, then H loc G.
Let II(X, .7) be the event structure affiliated with the algebraic test space (X, .7)
which, analogously to Theorem 3.3, is an effect algebra.
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The function F,: X — {0,1,2,...} defined by

1 if x=a,
Fo(z) =

0 otherwise

is an element of &. Define a mapping ¢: E — II(X,.7) by

{W(Fa) if a#0,

ela) = m(0) if a=0.

The mapping ¢ preserves + in E. Indeed, let a,b € E and a + b € E. If one of
them is 0, then ¢(a) 4+ ¢(b) is defined in II(X, 7). If a # 0 # b, then either a = o/
ora#b anda+b=1o0ra+b+ (a+b) =1, respectively. Hence ¢(a) + ¢(b) is
defined, and ¢(a) + ¢(b) = ¢(a + b).

Let now ¢(F,) L ¢(F,). There exists a partition of 1 containing a and b, hence
a L bin E. This proves that ¢ is injective and preserves + both in F and in ®(X, 7).

To show that ¢ is surjective, let F' be an event in &. Then F' is nonzero for finitely

many elements of F and > F(a)a € E. Hence
aeX

proving that ¢ is onto.

Using now arguments similar to those in Theorem 3.3, we can prove that II(X) is
an M V-algebra isomorphic to M.

The converse statement is now clear; its proof follows the main steps of the proofs
of Theorems 3.2 and 3.3. ]

5. STATES AND WEIGHTS

A state on an MV-algebra M is said to be a mapping s: M — [0, 1] such that
s(1) =1 and s(a ® b) = s(a) + s(b) whenever a < b*.

States on MV-algebras were introduced by F. Chovanec [4] and by D. Mundici [14]
with the intent of capturing the notion of “average degree of truth” of a proposition,
see also [17].

It is important to recall that every MV-algebra possesses at least one state,
see [14].

Let (X, .7) be an (algebraic) test space (of the second type). A weight on X is a
function w: X — [0, 1] such that, for any test T € 7,

(5.1) w(T) = > T(x)w(x)=1.

zeX
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In what follows we show that there is a correspondence between states on MV-
algebras and weights in MV -test spaces.

Theorem 5.1. Let w be a weight on an MV -test space (X,.7). The mapping
s: II(X,.7) — [0, 1] defined via

(5.2) s(m(F)):= > _ F(z)w(z), =(F)ell(X,7),

rzeX

is a state on the MV -algebra 11(X,.7). Conversely, if s is a state on an MV -
algebra M, then the function w: M \ {0} — [0,1] defined by w(z) := s(x), x €
M \ {0}, is a weight on the MV -test space (M \ {0}, .7), where .7 is the system of
all tests defined by (4.1).

Proof. Let a = ¢(F) = ¢(F1) and let F’ be a local complement of F, so
that it is a local complement of F; as well. Hence the function s defined by (5.2) is
well-defined in view of

Y F@w@) + Y Flaw =1=> F@w@) + Y F(lr)w).

xeX xeX zeX zeX

The additivity of s is now clear.

Conversely, let s be a state on an effect algebra E. Using the ideas of the proof of
Theorem 4.6 and the algebraic test spaces (3.3), wee see that setting w(z) := s(z),
x # 0, gives us a weight on X = F'\ {0} and 7. O

If we take an MV -test space of the first kind, then a weight is defined as a function
w: X — [0,1] for an MV-test space (X,.7) such that, for every F € .7, E € X!,
we have

w(E) =Y w(E(i)) =1.
icl

It is evident that we can establish an analogous assertion among weights on MV-
test spaces (of the first kind) and states on MV-algebras as in Theorem 5.1.
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