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E X I S T E N C E O F N O N O S C I L L A T O R Y A N D OSCILLATORY 

S O L U T I O N S O F N E U T R A L D I F F E R E N T I A L E Q U A T I O N S W I T H 

P O S I T I V E A N D N E G A T I V E C O E F F I C I E N T S 

•JOHN R. G R A E F , ! B O Y A N G , 2 Mississippi State, B. G. Z H A N G , 2 Qingdao 

(Received October 7, 1997) 

Abstract. In this paper, we study the existence of oscillatory and nonoscillatory solutions 
of neutral differential equations of the form 

(x(t) - cx(t - ,•))' ± (P(t)x(t -0)- Q(t)x(t -S))=0 

where c > 0, r > 0, 0 > 8 >- 0 are constants, and P, Q 6 C ' (R + ,R + ) . We obtain 
some sufficient and some necessary conditions for the existence of bounded and unbounded 
positive solutions, as well as some sufficient conditions for the existence of bounded and 
unbounded oscillatory solutions. 

Keywords: neutral differential equations, nonosciilation, oscillation, positive and negative 
coefficients 
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1. I N T R O D U C T I O N 

In this paper, we consider the following neutral differential equations with positive 

and negative coefficients 

(1.1) (x(t) - cx(t - •/•))' + P(t)x(t -0)- Q(t)x(t - 6) = 0 

and 

(1.2) (x(t) - cx(t - r)) ' = P(t)x(t - 9 ) - Q(t)x(t - 6), 
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where c > 0, r > 0, 0 > 6 >. 0 are constants, and P, Q e C(R+, R+). Equality 
(1.1) has been investigated by Ladas and Qian [2, 6], Yu [9], Yu and Wang [8], 
and Lalli and Zhang [7], However, results on the existence of positive solutions and 
the existence of oscillatory solutions of (1.1) and (1.2) are relatively scarce in the 
literature. 

In Section 2, we obtain conditions for the existence of both bounded positive so­
lutions and bounded oscillatory solutions for (1.1) with c = 1, and in Section 3, we 
obtain conditions for the existence of unbounded positive solutions for (1.1) with 
c = 1. Section 4 contains conditions for the existence of both bounded positive solu­
tions and bounded oscillatory solutions for (1.1) with c e (0,1), while in Section 5, we 
obtain conditions for the existence of both bounded positive solutions and bounded 
oscillatory solutions for (1.2). In Section 6, we consider (1.1) and (1.2) in the case 
c > 1. Obviously, since the equations under consideration are linear, there are cor­
responding conclusions for negative solutions. 

The following hypotheses will often be used in the remainder of this paper: 

(HI) r > 0 and 0 > 5 >- 0 are constants; 

(H2) P, Q6C(R+,R+) ; 

(H3) P(t) = P(t) -Q(t-9 + S)>-0. 

The following lemma is taken from Zhang and Yu [10]. 

Lemma 1.1. Suppose that f e C([t0, oo), R+) and r > 0. TJien 

£ f /(*)d.<oo 

is equivalent to 

] tf(t) dt < oo. 
J to 

2. BOUNDED SOLUTIONS OF (l.l) WITH C — X 

In this section, we consider the equation 

(2.1) (x(t) - x(t - r))' + P(t)x(t -0)- Q(t)x(t - S) = 0. 

Theorem 2 .1 . In addition to (H1)-(H3), assume tJiat 

(H4) / tP(t)dt< oo, 



and 

(H5) r Q(t) dt < oo. 

Then (2.1) has a bounded positive solution, and for any continuous periodic oscil­
latory function w(t) with period r, there is a bounded oscillatory solution x(t) such 
that 

(2.2) x(t) = uj(t) + R(t) 

fort > T, where R(t) is a continuous real function, \R(t)\ < aM, M= min{maxuj(t), 
max(—uj(t))), a £ (0,1), and T is sufficiently large. 

To prove the above theorem, we need to establish the following lemma. 

Lemma 2.2. Suppose the hypotheses of Theorem 2.1 hold. Then the equations 
(2-3) 
(x(t)-x(t-r))' + P(t)(x(t-()) + 2M+u)(t-6))-Q(t.)(x(t-6) + 2M + u(t-5)) = 0 

and 

(2.4) (x(t) - x(t - r))' + P(t)(x(t -6)+ 2M) - Q(t)(x(t -S) + 2M)=0 

have bounded positive solutions ut (t) and u(t), respectively, such that 

\u(t)\ <_ \aM and \ui(t)\ <_ \aM 

for t^T, where M = max|w(t)| and T is sufficiently large. 

P r o o f . The proof for (2.3) is quite similar to that for (2.4), so we only give the 
details of the proof for (2.4). 

Choose T sufficiently large such that 

(2.5) £ r P(t) dt + n ^ Q(t) dt < ^L, 
~ J JT+ir JT-o lo-'W 

where n = [^^J + 2 and {•] denotes the greatest integer function. Set 

4M / P(s) ds + 4M / Q(s) As, t Js T, 
Jt Jt-e+s 

(t-T + r)H(T)/r, T-r^t^T, 

0, t&T-r. 



(Sx)(t) = ł 

Clearly, H e C(R, R+). Define 

y(t) = J2m-ir), t>T. 
i=0 

It is obvious that y € C([T, oo), R+) with y(t) - y(t - r) = H(t) and 0 < y(t) < 

\aM <M,t^T. Define a set X by 

X = {x 6 C([T, oo), R) : 0 <. x(t) <_ y(t), t Js T} 

and an operator S on X by 

x(t -r)+ / Q(s) (x(s -S) + 2M) ds 

„ tZT + m, 

+ f P(s)(x(s-e)+2M)ds, 

. (Sx)(T + m)TT+i^T+m) +y(t)(l - 5 ^ ) , t G [T,T + m], 

where m = max{#,r}. It is easy to see that 

(Sx)(t) <: y(t ~ r) + H(t) = y(t), t^T + m 

and 
(Sx)(t) ^ y(t), T^t^T + m, 

for any x G X, i.e., SX C X. Define a sequence of functions {xk(t)}^=0 as follows: 

x0(t) = y(t), t >. T, 

xk(t) = (Sxk^)(t), t>T, k = l,2,... 

By induction, we can prove that 

0<xk(t)^xk-i(t)^y(t), t^T, k=l,2,... 

Then there exists a function u G X such that lim xk(t) = u(t) for t ^ T. Clearly, 

u(t) > 0 on [T, 00). By the Lebesgue dominated convergence theorem, we have 

u(t) =u(t-r)+ f Q(s) (u(s -S) + 2M) ds + f P(s) (u(s -6) + 2M) As 
Jt-e+s Jt 

for t ^ T + m. Moreover, 

(u(t) - u(t - r))' = Q(t)(u(t -S) + 2M) - P(t)(u(t ~ 0) + 2M), 

i.e., u(t) is a bounded positive solution of (2.4) with 0 < u(t) <. \aM. This com­
pletes the proof of the lemma. • 



P r o o f of Theorem 2.1. Let 

U(t) = 2M + u(t) 

and 

U1(t) = 2M + u(t)+ul(t), 

where «(£), Ui(t) are defined by Lemma 2.2. It is easy to see that U(t) and U\(t) are 

both bounded positive solutions of (2.1). Because (2.1) is linear, 

x(t) = Ui(.) - U(t) = w(t) + (in(.) - «(.)), t > T 

is also a solution of (2.1). It is clear that x(t) is oscillatory and satisfies (2.2), so the 

proof of the theorem is complete. D 

E x a m p l e 2.3. Consider the neutral differential equation 

(2.6) (x(t) - x(t - 1))' + Pi(.)*(. - 1) - Qi(t)x(t) = 0, t > 5, 

where 
Pl(*) = t 2 ( t - i ) ( t - 2 ) and Ql{t) = t(t -mt + iy 

We have Pi(t) = Pi(t) - Qx(t - 1) > 0 for t > 5, 

/ Q i ( s ) d s < o o , and / s P i ( s ) d s < o o . 

By Theorem 2.1, (2.6) has a bounded positive solution. In fact, 

x(i) = 1 - r 2 

is such a solution of (2.6). 

E x a m p l e 2.4. Consider the neutral differential equation 

(2.7) (x(t) - x(t - 2K)) ' + P2(t)a:(t - §K) - Q2(t)x(t - it) = 0, t ^ 6K, 

where 

ft(t)= ^ " ^ ^ ^ 

Q2(i) = 4к 

í 2 ( í -2ж ) 2 ( t - | к ) 2 - ť 

Зt2 - бкí + 4к2 (í - к) 2 

(t( t-2-))» ( t - Я ) - - Г 



Now P2(t) = P2(t) - Q2(t - fix) > 0 for t >- 6ix, 

/ <52(s)ds<oo and / sP2(s)ds < oo. 

By Theorem 2.1, (2.7) has a bounded oscillatory solution, in fact, 

x(t) = (I-r2) suit 

is such a solution of (2.7). 

R e m a r k 2.5. According to a result of Jaros and Kusano [5; Theorem 1], if for 
some fj. 6 (0,1), 

(2.8) f p-r(P(s) + Q(s))ds<ao, 

then (2.1) has oscillatory solutions. Clearly, their condition is much stronger than 
conditions (H4)-(H5) of Theorem 2.1. For example, (2.8) is not satisfied for (2.7). 

The following result gives a necessary condition for the existence of bounded pos­
itive solutions of (2.1). 

Theorem 2.6. Assume that (H1)-(H3) and (H5) hold. If (2.1) has a bounded 
positive solution, then (H4) holds. 

P r o o f . Let x(t) be a bounded positive solution of (2.1). Then there exists L > 0 
and t0 > 0 such that 0 < x(t) < L on [to, oo). Setting 

y(t) = x(t) - x(t - r) - f Q(s)x(s - S) ds, 
Jt-e+s 

we have 

(2.9) y'(t) = -P(t)x(t - 0 K 0, t>- t0. 

We claim that y(t) > 0 eventually. Assume, to the contrary, that y(t) < 0 eventu­
ally. Then there exist t\ > t0 and a > 0 such that y(t) <. -a on [h,oo), so 

x(t) <. - a + x(t -r)+ f Q(s)x(s - S) ds 
Jt-e+s 
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for t>.t\. By induction, we have 

k rti+ir 
x(h + kr) < -ka + x(h) + Y\ Q(s)x(s - 6) ds 

~ Jtj+iT-6+6 

^-ka + x(h )+nL Q(s)ds, 
Jh-e 

where n = [^r\ + 2, k = 1,2,... Then x(h + kr) < 0 for sufficiently large k, which 
is a contradiction. 

Hence, we have 

x(t) > x(t -r)+ [ Q(s)x(s - 5) ds > x(t - r) 
Jt-e+s 

eventually. Thus, there exist J > 0 and t-z > h such that x(t) > J on [i2, oo). From 
(2.9), we see that 

y'(t) <. -P(t)J, for t >. t3 = t2 + 6. 

Integrating, we obtain 

y(t) > J [ P(s) ds, 

and so 

x(t) >- x(t -r) + [ Q(s)x(s -5)ds + j [ P(s)ds >- x(t -r) + j [ P(s)ds 
Jt-e+s Jt Jt 

for t^t-i. This implies that 

k ,<x» 

(2.10) L >. x(h + kr) >. x(t3) + J VJ / P(s) ds, 
i=1 Jt3 + iT 

for k = 1,2,... Letting k -+ oo in (2.10), we obtain 

J T / P ( s ) d s < o o , 
i=1 Jt3+ir 

which is equivalent to 

/ sP(s) ds < oo 

by Lemma 1.1. This completes the proof of the theorem. D 

The following corollary is immediate. 

Corollary 2.7. Assume that (H1)-(H3) and (H5) hoid. Tien (2.1) iias a bounded 
positive solution if and only if (H4) holds. 



3. UNBOUNDED SOLUTIONS FOR (1.1) WITH c = l 

Definition 3.1. A solution x(t) of (2.1) is called a positive (negative) A-type 
solution if it can be expressed in the form 

(3.1) *(t) = a . + j8(.), 

where a > 0 (a < 0) is a constant, fl: [tx, oo) -+ R is a bounded continuous function, 
and tx > 0. 

Theorem 3.2. Assume that (H1)-(H3) hold, 

(H6) f t2P(t)dt<oo, 

and 

(H7) ( tQ(t)dt <oo. 

Then (2.1) has a positive A-type solution-

Proof. Choose T sufficiently large such that 

JT /" P(t)(t + l)dt + n ( Q(t)(t + l)dt<l, 
^ Q JT+ir JT-Q 

where n = | ^ ] + 2. Set 

( r P(s)(l + s)ds+ ( Q(s)(\ + s)ds, t>-T, 
Jt Jt-e+s 

(t-T + r)H(T)/r, T-r^t^T, 
0, t^T-r, 

and observe that H € C(R, R+). Define 

y(t)^JTH(t-ir), t>T. 
t =0 

It is obvious that y € C([T, oo), R+) with y(t) - y(t - r) = H(t) and 0 < y(t) < 1 

for t > T. Define the set X by 

X = {x e C([T, oo), R): 0 ^ x(t) < :y(t),f >- T} 
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and an operator S on J\' by 

t > T + m, 
(Sx)(t) = { 

íx(t-r)+ Í Q(s)(x(s-S) + s-S)ds 

+ f°°P(s)(x(s-e) + s-e)ds, 

. (Sx)(T + m)lT+X(T+m)+yM(l ~ rh)> t € \T,T + m), 

where m = max{8,r}. Clearly, SX C X. 

Define a sequence of functions {xk(t)}Z=o a s follows: 

x0(t)=y(t), t>T, 

xk(t) = (Sxk-i)(t), t>T, k = l,2,... 

By induction, we have 

0<xk(t)^xk-!(t)^y(t), t>T, k=l,2,... 

Then there exists a function u 6 X such that lim xk(t) = u(t), for t > T. It is 

obvious that u(f) > 0 on [T, oo). By the Lebesgue dominated convergence theorem, 

we have u = Su. It is easy to see that x(t) = t + u(t) is a positive A-type solution 

of (2.1), and this completes the proof. • 

Similar to Theorem 2.6 and Corollary 2.7, we luwe the following results. 

Theorem 3.3. Assume that (H1)-(H3) and (H7) JioJd. If (2.1) lias a positive 
A-type solution, then (H6) JioJds. 

Corollary 3.4. Asswne that (H1)-(H3) and (H7) hold. Then (2.1) has a positive 
A-type solution if and only if (H6) holds. 

4. BOUNDED SOLUTIONS OF (1.1) WITH c e (0,1) 

In this section, we consider the equation 

(4.1) (x(t) - cx(t - r ) ) ' + P(t)x(t -0)- Q(t)x(t - 6) = 0, 

where c 6 (0,1). Our first result in this section is analogous to Theorem 2.1. Here, 

condition (H4) gets replaced by (H8) below. 



T h e o r e m 4 . 1 . Suppose that c 6 (0,1), conditions (H1)-(H3) and (H5) hold, and 

(H8) £ Г c^^P^s) 
.•_n Jт+jт 

) ds < oo for some T > 0. 
j-0 JT+Jr 

Then (4.1) Jias a bounded positive solution, and for any continuous periodic oscilla­

tory function u>(t) with period r, (4.1) Jias a bounded oscillatory solution 

(4.3) x(t) = c$(u(t) + R(t)), 

where \R(t)\ < aM and a e (0,1). 

The proof of Theorem 4.1 is based on the following lemma. 

Lemma 4.2. Under the hypotheses of Theorem 4.1, the equations 

(x(t) - cx(t - r))' + P(t)(x(t -6) + (2M + io(t - 0))c'^~) 

(4-4) ) _ ' 

- Q(t)(x(t -6) + (2M+to(t - 6))c~~-j = 0 

and 

(4.5) (x(t)-cx(t-r)y + P(t)^x(t~e) + 2Mc~^~) -Q(t)(x(t-5) + 2Mc~^) = 0 

have bounded positive solutions u%(t) and u(t), respectively, such that 

\u(t)\ < \aMc7- and |u i ( t) | sC \aMcK 

P r o o f . We give only the outline of the proof for the case of (4.5). Consider the 

integral equation 

(4.6) 

rl~s _ , r°° _ _ ._* 
x(t)=cx(t-r)+ / Q(s + 6)(x(s) + 2Mc-)ds+ / P(s)(x(s-6) + 2Mc~~-) ds. 

Jt-e Jt 

Letting z(t) = x(t)c~~, (4.6) becomes 

(4-7) 

z(t) = z(t -r)+[ Q(s + 6) (z(s) + 2Mc~^)ds + f P(s) (z(s -8) + 2M)c~^~~ ds. 
Jt-o Jt 

To complete the proof of the lemma, it is sufficient to prove that (4.7) has a bounded 

positive solution z(t) such that \z(t)\ < f M, for t^T, where T is sufficiently large. 

If we choose T large enough that 

U :P(s) ds + n f Q(s) ds < ^ ; , 

where E = c •• > 1, then the remainder of the proof is similar to the proof of 

Lemma 2.2 and will be omitted. O 



In view of Lemma 4.2, we can prove Theorem 4.1 using a technique similar to 
that used to prove Theorem 2.1; we omit the details here. Next, we give an explicit 
condition to guarantee that (HS) holds. 

Corollary 4.3. If in addition to (H1)-(H3) and (H5), we have 

(H9) / P(s) ds < co, 

then the conclusion of Theorem 4.1 holds. 

P r o o f . It suffices to show that (H9) implies (H8). Set j = l~]; then 1. - r sC 
T + jr <_ t and T + jr ^t <_T + (j + l)r. Let 

/ = __;/ _ r ^ ?(,,,!,. 

1 J2L fT+U+l)r /•«, _ 
J ^ - V / dt c" -v—P(s)ds 

r i% JT+jr JT+jr 

1 ~ rT+U+1)'' f«° _, , _ 1 /'°° /oo _ , . 

^ g l , , ^^c^PWd. = -/_ d^c^P(s)ds 
=-- r dt r c^

LP(s)ds = — r p(s)ds r c^dt 
cr

 JT-T Jt cr
 JT-T JT-r 

sC — ( P(s) ds / c^ du = K / P(s) ds, 
cr

 JT-T JO JT-T 

1 f00 « 
where A' = •— / c dw. Therefore, (H9) implies (H8), and the proof is complete;. 

5. SOLUTIONS OF (1.2) WITH C € (0,1] 

In this section, we first consider (1.2) with c = 1, namely, 

(5.1) (x(t) - x(t - r))' = P(t)x(t -&)- Q(t)x(t - &). 

Analogous to Theorem 2.1, we have the following result. 



Theorem 5.1. Suppose conditions (H1)-(H5) iioid. Then (5.1) has a bounded 
positive soiution, and for any continuous periodic osciiiatory function u)(t) with pe­

riod r, there is a bounded oscillatory solution x(t) such that 

(5.2) x(t)=u>(t) + R(t) 

fort > T, where R(t) is a continuous real function, \R(t,)\ < aM, M = min{maxw(t), 

max(—u(t))}, a e (0,1), and T is sufficiently large. 

In order to prove the above theorem, we need the following lemma, which is 
analogous to Lemma 2,2. 

Lemma 5.2. Under the hypotheses of Theorem 5.1, the equations 

(5.3) (x(t)~x(t~r))' = P(t)(x(t-6)+2M+io(t-e))-Q(t)(x(t-S)+2M+uj(t-S)) 

and 

(5.4) (x(t) ~ x(t ~ r))' = P(t)(x(t -6) + 2M) - Q(t)(x(t ~ S) + 2M) 

have bounded positive solutions ut(t) and u(t), respectively, such that 

| u ( t ) | < i a M and |uj(t)| ^ | Q M 

for t ^ T, where M = maxjw(t)| and T is sufficiently large. 

P r o o f . We only give a proof for (5.4). Choose T sufficiently large so that (2.5) 

holds. Define a set X by 

X = {x£ C([T, oo), R): 0 sj x(t) <, \aM,t > T} 

and a sequence of functions {j:fc(f)}fc=0 by 

xQ(t) = 0, t^T, 

Xk-i (t + r)+ f+ ' Q(s) (xk-t (s~S) + 2M) ds 
Jt-O+S+r 

Xk(t) = { 
t^T + m, 

+ Г P(s)(xк-i(s- ) + 2M)d$, 
Jt+r 

{xк(T + m), te[T,T + m], 

where m = max{0,6l - r } , k = 1,2,.-. Clearly, Xl(t) > 0 = x0(t), t > T. By 

induction, we have 

(5.5) x0(t) < • • • < xk(t) < xk+i(t) < • • •, t^T, k = l,2,... 



It is obvious that __,(<) < \aM for t _- T. Suppose 

xk(t)<\aM, t^T, _ = 0 , l , . . . , p - l ; 

we will show that 
_>(.) ;. iaJW, . > T, 

In fact, for t > T + m, 

, t+ r _ 
*p(t) = -p-i(* + r) + / Q(s)(*>__(s - (5) + 2M) ds 

• / t - . + i + r 

+ / P ( s ) ( _ p _ i ( s - . ) + 2A?)ds 
Jt+r 

P rt+jr _ 
= _<>(. + pr) + __ / Q(«) (*„__(« - <5) + 2M) ds 

i = 1 v't-ff+.+jV 
P roo _ 

+ Y / P(s)(_p__.-(s - .) + 2A.) ds 
.__ Jt+ir 

/ P rt+jr P roo _ \ 

s_ 4A? (_Z / <?(«) ds + X. / P^ ds 

>_.-=_ Jt-6+S+jr j = 1 Jt+jr ) 
<\aM 

by condition (2.5), i. e., {xk(t)}k=0 C X. In view of (5.5), there exists a function u € 

X such that lim _*,(.) = u(t), for . > T. By the Lebesgue dominated convergence 

theorem, we have 

u(t) = I 

çt+Г _ 
и(. + r) + / Q(s)(u(s -<$") + 2M) ds 

Jt-í+г+r 

/ P ( s ) ( w ( s - . ) + 2Л?) 
iť+r 

í > T + m, 
+ / P ( s ) ( _ ( s - . ) + 2Л7)ds, 

(u(T + m), te[T,T + m], 

i.e., «(-) is a solution of (5.4). This completes the proof of the lemma. 

In view of Lemma 5.2, we can prove Theorem 5.1 by using an argument similar to 

the one used to prove Theorem 2.1. We will omit the details. D 

E x a m p l e 5.3. Consider the equation 

(_(.) - x(t - 2))' = - _ = p 7 ^ - - ( * - 2) - 2{1 + l-l^T)x{t ~1]' *> °-

All the hypotheses of Theorem 5.1 are satisfied, and x(t) = 1 + e - t / 2 is a bounded 

positive solution. 



Similar to Theorem 2.6, we have the following result for (5.1). The proof is only 
slightly different from the proof of Theorem 2.6. 

Theorem 5.4. Assume that (H1)-(H3) and (H5) JioJd. If (5.1) has a bounded 
positive solution x(t) such that liminfa:(i) > 0, tjien (H4) JjoJds. 

Corresponding to Theorem 3.2, we have the following result on A-type solutions. 

Theorem 5.5. If (H1)-(H3), (H6), and (H7) JioJd, then (5.1) Jias a positive A-
type solution. 

Next, we consider the equation 

(5.6) (x(t) - cx(t - r))' = P(t)x(t -6)- Q(t)x(t - 5), 

For the case where c e (0,1), we have the following counterpart to Corollary 4.3. 

Theorem 5.6. Suppose that c 6 (0,1) and (H1)-(H3), (H5), and (H9) JioJd. Tben 
(5.6) Jias a bounded positive solution, and for any continuous periodic oscillatory 
function ui(t) with period r, (5.6) Jias a bounded oscillatory solution 

x(t)=c}(u(t) + R(t,)), 

where \R(t)\ < aM and a € (0,1). 

The pi'oof of Theorem 5.5 is easily modeled after the proofs of Lemma 4.2 and 
Theorem 4.1 (taking into account the variation in approach used in Lemma 5.2), and 
then applying the proof of Corollary 4.3 to conclude that (H9) implies (H8). 

6. T H E CASE C > l 

We conclude this paper with results for equations (1.1) and (1.2) in the case c > 1. 
In view of our results in Sections 4 and 5, the proof of the following theorem can 
easily be constructed. 

Theorem 6.1. Suppose that c > 1 and conditions (H1)-(H3), (H5), and (H8) 
JioJd. TJieu (1.1) and (1.2) eacJi Jiave an unbounded positive solution, and for any 
continuous periodic oscillatory function ui(t) with period r, they have unbounded 
oscillatory solutions of the form 

x(t)=c^(U(t)+R(t)), 

where \R(t)\ < aM and a 6 (0,1). 
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Our final resu l t gives an explicit condit ion to gua ran t ee t h a t (H8) holds in t he 

case c > 1. 

C o r o l l a r y 6 . 2 . Supposec> 1 and conditions (H1)-(H3) and (H5) hold. If 

(H10) J CTp(s)ds<oo, 

then the conclusion of Theorem 6.1 holds. 

P r o o f . I t suffices t o prove t h a t (H10) implies (H8). Set j = _ ^ ] . T h e n 

t - r <,T +jr<_t and T + jr <.t<.T+(j + l)r. For 

-ŠI LP(s) ds, 

1 ~ / - T + Ü + D r лoo __ _ 
/ s * ]__ / d í / c-^-P(s)ds 

Г Zľ í Jт+jr Jт+iт 

= - f dt [ c^P^ds^- [ dt [ c^P(s)ds 
r Jт Jt-т r Jт-т Jt 

= - [ P(s)ds [ c^dt = - [ P(s)ds [ V d u 
Г Jт-т Jт-т Г JT-т Jo 

<j J_ f c ^ Ш d s , 
ln c i т _ r 

= K f c-P(s)ds, 
J T - r 
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