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K Y B E R N E T I K A — V O L U M E 14 (1978), N U M B E R 1 

An Extension of Driml-Nedoma Continuous 
Stochastic Approximation Procedure 

EL SAYED SOROUR 

We extend the work of Driml-Nedoma to the case where the regression function has several 
roots and the noise also is dependent on x. We also show how this procedure can be used to 
evaluate the minimum of a regression function (Kiefer-Wolfowitz procedure). 

1. INTRODUCTION 

Driml and Nedoma [1], have proposed the following differential equation 

(1.1) ^ > = -i-{r(X(t)) + C(t)) 
at t 

as a continuous analogy of Robbins-Monro stochastic approximation procedure [5]. 
They have proved that under certain general conditions on r(x) and C(f), the solution of 
(1.1) converges with probability one to the unique root of the regression function r(x). 

In this paper, we shall be concerned with the extension of this procedure to the case 
where the regression function r(x) has several (finite number of) roots and we allow 
the noise £(t) to be also dependent on x. 

We also show that this procedure can be applied to estimate the minimum (maxi­
mum) of the regression function (Kiefer-Wolfowitz procedure) and the convergence 
with probability one of the procedure is proved. 

2. BASIC ASSUMPTIONS AND NOTATIONS 

All random variables are supposed to be defined on a complete probability space 
(Q, j$f> P). Relations between random variables are meant with probability one. 
E denotes the expectation. The real line is denoted by R. Q denotes the ordinary metric 
on R and 0 the empty set. 



The following assumptions are supposed to be satisfied in the sequel: 

(i) the regression function r(x) is real-valued continuous; 

(ii) £(t> x) is a real stochastic process, its sample functions are continuous with 

respect to t and x simultaneously with probability one; 

(iii) the functions a(t) and c(t) are defined as follows. 

(2.1) a(t) = 1 for O g t g l , 

= - for t > 1 ; 
I 

c(t) = 1 for 0 <_t = I , 

= - for t > 1, y > 0 . 
f 

3. CONDITIONS AND PRELIMINARIES 

The following conditions will be needed as referred to. 
Conditions on the regression function r(x) 

A 1: r(x) has several (finite number of) roots. Let the roots be orded as — oo < 6t < 
< 92 < ... < 6„ < oo, and let us have for every d > 0 

sup /-(x) < 0 ; inf r(x) > 0 . 
-K<X<el-S 0n + S<X<°D 

A 2: r(x) has several (finite number of) stationary points (roots of its derivative f(x)). 
r(x) exists, and it is continuous and satisfies Lipschitz condition. Let the roots 
of r(x) be ordered as — oo < Qx < 92 ... < 6„ < oo, and let us have for every 
S > 0 

sup r(x) < 0 ; inf r(x) > 0 . 
- o o < x < e i - < s e„+d<x<<x> 

Conditions on the noise £(£, x) 

B 1: ht(t) ^ C(t> x) ^ h2(t) f ° r e v e f y t a n d x with probability one, where ht(t) and 
/?2(t) are real continuous stochastic processes. 

B 2: lim (1/t) Jo h,(T) dT = 0 with probability one, i = 1, 2. 
<->oo 

Let C;(t, t'), i = 1, 2, be the covariance functions of h,(r). 

C 1: Cj(i, t) is a continuous function, i = 1, 2; let c, a and k be finite positive con­
stants, then 

Ct(t, t) = c and -2 f ' f ' |C,.(T, T')| dT dT' ^ - ; 
t J o j o t 

/ = 1, 2, for large r. 



20 Remark 3.1. The condition C 1 is satisfied especially if ht(t), i = 1, 2, are real 
stationary processes (wide sense) with the covariance functions 

Cfc, s + t) = Rt(t) 

satisfying 

J \Rt(t)\dt < oo ; i - 1,2; 

in this case C 1 is satisfied with a = 1. 
The lemma, due to M. Driml and J. Nedoma is used repeatedly. The second part 

of the lemma is as follows. 

Lemma 3.1. Let g(t) be a continuous real-valued function such that 

(3.1) l i r a - I g(r)dT = m > 0 
.-.oo t J 0 •; : . - ' . ' • . .. : • 

exists. Let rj be a given number such that 0 < rj < m and let T> 1 be so that for 
t = T, the inequality . . • • . . . . 

(3.2) 7 ("*(*) «-*-, 
|t Jo 

holds. If v ^u = T, then 

(3.3) ::["a(r) g(x) dx > -2rj +. (m - rj) In - = -2n . 

•:J« ' " ' 

4. ALMOST SURE CONVERGENCE OF ROBBINS-MONRO 
PROCEDURE ; ,-".,.' 

Let X(t) be the solution of the differential equation 

(4.1) ^-=-a(t)[r(X(t)) + t;(t,X(t))-]. 
at 

From the assumptions (i)-(iii), it follows that X(t) exists and that it is continuous 
with probability one. 

Theorem 4.1. If A 1, B 1 and B 2 hold, then o(X(t), 0) -> 0 with probability one 
for t -> oo, . ..;., .If-.-..' i 

where n - i 
© = {x : r(x) = 0} . 



Proof. Let us denote by Qt the set {c0 : C(t,x) is continuous with respect to t and 
x simultaneously; ht(t), i = 1, 2, are continuous; for every t and every x ht(t) rg 
^ C(l, x) ^ h2(t); lim (ljt) J 0 h[(x) dx = 0; i = 1, 2}. 

21 

í->oo 

From the hypothesis of the theorem we conclude that P(Qt) = 1. 
First we shall prove that 

* 

lim inf g(X(t)9 0) = 0 
f-*00 

with probability one. 
Let us suppose that it is not so. Let 

(4.2) 9 = {co e Qt : lim inf Q(X(Í), 0) > 0} ; 
ř->oo 

then 9 + 0. Taking coe 9, there are two numbers Y\ > 0 and tt ^ 1 such that 

(4.3) Q(X(Í)9 0)> Ц for all t^tt. 

Denote 0o = — co and 9n+t = oo. 
From the continuity of X(t) and (4.3) there exists an index i0 

such that 91 — 6io-t > 2q and at the same time 
= 1,2, ..., n + 1 

(4.4) X(t)e(0io.i+r,,eio-rl) for all t 'fc f, . 

Thus we have two possibilities 

W 
(ь) 

Jf(Oє(в / o _i + Ч . ö ł o - i f ) , г (__(0)>0, t __. řд , 

Jŕ(0 є (_,„_. + if, Øf0 - i/) , r(X(0) < 0 , t > (, . 
• • * 

We shall prove that a contradiction can be deduced from the case (a) (the same 
holds for the case (b), however, the proof being analogous will be omitted). 

Defining 

(4.5) m = inf r(x), 
xe(Oio-i+tj, ІX)-rj) 

then it is evident that m > 0. 
Let us choose a number A so that 0 < A < m and let t2 > tt > 1 be such a point 

that for all t ^ t2 

1 '> ' 
(4.6) 

ŕ 
/i t (т) dт 

0 

< A. 

Integrating both sides of the differential equation (4.1) from t2 to t and using 
and (3.3) we conclude that 

(4.7) X(t) - X(t2) = a(x) [r(X(x)) + C(т, XШ dт < 
t'i 



<.. - (*' a(x)(m + hl(x))Ax <2A - (m - A)\n- . 
hi t2 

Thus we have lim X(t) = — oo what contradicts (a), therefore 9 = 0. Thus 
<-*oo 

(4.8) lim inf Q(X(t), 0) = 0 with probability one . 

Next we shall show that 

lim sup Q(X(t), 0) = 0 with probability one . 
(->00 

Let 

(4.9) Hi = (ft) s Qt : lim inf e(X(t), Ot) = 0} , i - 1, 2, . . . , n ; 
(-•oo 

from (4.8) P( U H,) = 1. 
i = l 

Let fe be an arbitrary number where k = 1, 2, ..:, n and let us denote 

9k = {(oeHk: lim sup Q(X(t), 9k) > 0} . 
(-•00 

Let co 6 &k, then there exists a number n > 0, such that for every f there exists a point 
i*i > t such that 

(4.io) <?(x(ti), ek)>n-

Denoting by Lk the length of the interval (9k-U 9k) and 

(4.11) ^ m i n ^ - * , "-"-i.fiV 

from the continuity of Z((), from (4.9) and (4.10) one of these assertions follows: 

(1) for each (there exists a point t2 > tt such that X(t2) = 0k + S; 

(2) for each t there exists a point t2 > ft such that X(t2) = 9k - S. 

Let us consider the assertion (1). First we assume that 

(A) (9k,9k+i)c:{x:r(x)>0}. 

Defining 

m = min r(x), 
d/2£x-ekid 

A = min (m, (5/4), 



there exists f3 >, t2 > 1 such that 

(4.12) - я.(т)dт f *-«' 
t jo 

< Å for all í ž tз • 

From (4.9) there exists f4 > t3 such that 

(4.13) x(t4) = ek + ~. 

From assertion (l) there exists t6 > t4 such that 

(4.14) X(t6) = 6k + 5. 

Let f 5 < r6 be the maximum time for which 

(4.i5) X(t5) = ek + 5

2, 

t5 exists because of the continuity of X(t), (4.9) and the assertion (l). Then 

(4.16) X(t) > 6k + - for t5 < t <. t6 . 

Integrating both sides of the differential equation (4.1) from t5 to t6, then from (4.16) 
and (3.3), we have 

(4.17) I = X(t6) - X(t5) = - £ ' «(T) (r(x) + C(t, X(x)) dr < 

<= - f' a(T) (m + h!(T)) dx <2A^~, 

which is the desired contradiction. Thus 9k = 0, k = 1,2, ..., n, if the assertion (l) 

and the assumption (A) hold. 

Analogously, the case 

(B) (9k,ek+1)cz{x:r(x)<0} 

under the validity of assertion (l) can be treated. 

The assertion (2) can be ruled out as (1). Thus 9k = 0 for an arbitrary index 
k = 1, 2, . . . , n, from which it follows that 

lim sup g(X(t), 0) = 0 with probability one . 

This completes the proof of the theorem. 



5. ALMOST SURE CONVERGENCE OF KIEFER AND 
WOLFOWITZ PROCEDURE 

Let X(t) be the solution of the differentia] equation 

(5- ° ^ f = 1$) wx(r) + c(f)) - r(*(r) -c(,)) + c(f' *(r))] • 
From (i)-(iii), X(t) exists and is continuous with probability one. 

To establish the almost sure convergence of the procedure we shall prove the follow­
ing lemma. Its proof can be carried out in steps as in proving the Almost Sure Stability 
Theorem in [3], Section 34.7. 

Lemma 5.1. Let h(t) be a real stochastic process with the covariance function C(t, t') 
satisfying C l.Then for all 0 ^ y < a/4 we have 

(5.2) - [ u" h(u) du -+ 0 

\ Jo. 
with probability one for t -»• oo. 

Remark 5.1. Let t,(t) be a stationary process (wide sense). Let R(t) = C(s + t, s), 
then C 1 can be satisfied with a = 1 if 

J |R(/)| df < co ; 

then £(t) can be stationary Markov process (wide sense), because in this case 

R(t) = e~°" cos 2nfit R(0), a > 0 , t > 0 , 

R(0) < c . 

Proof of Lemma 5.L Let us define 

Y(ř) = 1 í мľ h(u) áu 
t Jo 

We reduce the random function Y(t) to a sequence of random variables. 
We consider a sequence m", m = 1, 2, . . . , and a > 0. For 

(5.3) m" ^t < (m + \)a , 

we can set 

(5.4) — Y(t) = Y(ma) + U(ma, t), U(ma, t) = — | u7 /J(M) du . 
m" m"jma 



Since 

1 Л(m+1)» 
Z(m")= sup |U(m", í)| = — u ľ |h(м)|du, 

m«<í<(m+l)« m" Jm„ 

we have 

(.(m+l)" f>(m+l) , p(m+l)« Wm+1)° 
E|Z(m")|2 < u V E|h(u) /j(u')| dM du' < 

~"J-.. Jm« 

« '7 (C(H, M ) )du j . 
(m+l)° 

From C 1 we can set 

I E|Z(m")|2 < £ 4 \(m + l ) < ^ > - m"<>-'|2 = £ - ^ ( l + 0 ( 1 ) ) , 
m = i m = i m 2 " m=i m 2 U 7) \ \m j j 

c' is constant and the series converges when 

(5.5) ay < \ . 

Using Tchebichev's inequality, the Borel-Cantelli lemma and (5.3) we state 

Z(m") -> 0 with probability one for t -» oo . 

Thus . 

(5.6) Y(f) Y(m") -> 0 with probability one for t -> oo . 

Next, we put p = m", m = 1, 2, . . . ; then 

Y(p) - - I"' MT/7(M)dM . 
^ J o 

The second condition in C 1 yields 

x E| r(jc)i2=z -I" r r "y c("'")"'"du dw' -
p P P2 Jo Jo 

< y JL fp fp | c („ , U ' ) | M V J du du' < y - - £ - = y — - — 
' P J o j o P P m m 

which is convergent when 

(5.7) a(a - 2y) > 1 . 



26 To complete the proof, it is sufficient to show that there exists an a > 0 which 
satisfies (5.5) and (5.7). Put QX = a — 4y. From the hypothesis of the lemma g, > 0. 

We can write (5.7) as a > l/(2y + Qy), from this and (5.5), we can put 

1 1 
— < Ű < — 2y + Qt 2y 

which completes the proof of the lemma. 

Theorem 5.1. If A 2, B 1 and C 1 hold, then for all 0 = y < a/4 we have 

e(x(t), 0)^0 

with probability one for t -* oo, where 

0 = {x: f(x) = 0} . 

Proof . The differential equation (5.1) can be written as 

(5.9) ?m=-a(t)(r(x(t)) + Z*(t,X(t))) 
at 

where 

t* = ^+І2, 

(5.10) & - -V, ('WO + <<)) - <X(t) - c(t)) - 2c(t) r(X(t))) 
2c(t) 

(5.11) C2 = -~\-C(t,x(t)). 
2c(t) 

It is clear that (5.9) is the same as (4.1) when r(x) and C(t, x) in (4.1) are replaced 

by f(x) and C*(t, x). Therefore for the proof it is sufficient to show that the conditions 

of Theorem 4.1 are satisfied. 

From A 2 it is evident that A 1 is satisfied with respect to r(x). The only conditions 

which are not directly stated here, are B 2 for C2 and B l 5 B 2 for ft. 

From (5.10) we have 

C, =f(X(t) + 5c(t)) - r(X(t)),5e[-l,l], 

then by A 2 

m=2c(t); 

then from (1.2), B 1 and B 2 are satisfied. From Lemma 5.1 and C 1 (2 satisfies B 2, 
which completes the proof of the theorem. 
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