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KYBERNETIKA — VOLUME & (1972), NUMBER 2

A Contribution to the Parameter Estimation
of a Certain Class of Dynamical Systems

MirosLav HAJEK

The paper derives a procedure for the determination of the number of dynamical system para-
meters which are determinable on the bases of the input-output behaviour.

1. INTRODUCTION

An investigated biological object is in medical praxis often approximated by
a multicompartmental system [6, 7]. It is supposed that

a) the system consists of n compartments (Fig.1);
b) mass transport exists between each of the two compartments and from each
compartment to the exterior:;
c) the mass flow rate from the i-th to the j-th compartment or to the exterior is
proportionate to the mass amount in the i-th compartment:
d) mass is applied into compartments iy, iy ... i,; | £i <, <..<i,<nm
e) mass is measured in compartments j, ja. .. i | £ 7, < j, < ... <j, S n
The multicompartmental system is described by the following equations:
(1 x = Ax + Bu, x(0) = x,,
(2) y = Cx

where x € R", ue R?, ye R* and A, B, C are real constant matrices of appropriate
dimensions.* The mathematical model (1) and (2) will be calied the dynamical
system & = {A, B, C}.

The symbols in Fig. | have the following meanings:

x; — the mass amount in the i-th compartment,

* The outpul y represents a set of measured x;, i = j, j;, g



166 k;; — the transfer constant from compartment i to j or to the exterior; k;; = O.
u;! — the inflow applied into compartment i.

In the terms of the above notation it is seen that:

) A=(ay), ij=12..n,
uik
f kij"-
kin'li
X kji Xj
SR
Fig. 1.
where
kji s i*j,
(4) G = -Zkir’ P=j.
r=0
r¥i
) . B=(by), i=12..n; j=12,..p,
where

©) by = { 1, (L)elliy1), (i2),...3,, p)},

0, otherwise .
) C=(c), i=12.0g: j=12..,n

where

) ey = {1 s (B ed(tin) (242) - (4 o)}

0, otherwise.

In a compartmental analysis the most interesting problem is the determination of
the transfer constants k;; of the model on the bases of an experiment. The experiment
enables us to determine only the input-output relations. The object of this paper is to
develop the procedure for the determination of the number of transfer constants which
are determinable on the bases of the given experiment. The explicit formula is given
for the system with one input as well as one output.



If it is not possible to determine (in a unique way) all the transfer constants, it is
necessary either to rearrange the experiment or to suggest a simpler mathematical
model. It is obvious that the rearrangment of the experiment is equivalent to a change
of the B and C matrices.

2. THE TRANSFER FUNCTION MATRIX OF A DYNAMICAL SYSTEM

Let x(1), y(t), u(?) be Laplace transformable functions. Let us denote X(s), y(s), ﬁ(s)
the Laplace transforms of the x(1), y(t), u(t). Let us express a dependence of output y
on input u from equations (1) and (2) by means of Laplace transform:

© y(s) = C(sI — A)"* Ba(s) + C(sl — A) ! x,.

A g x p matrix G(s) = C(s! — A)~! B is called the transfer function matrix of the
dynamical system & = {A, B, C}. Elements of the transfer function matrix are rela-
tively prime rational functions and the degree of the numerator is less than the
degree of the denominator. It is very well known that a dynamical system is completely
characterized by its transfer function matrix G(s) if and only if (iff) this dynamical
system is controllable and observable [1, 2]. The controllability and observability
conditions are given in the

Theorem 1. The dynamical system & = {A, B, C} is controllable and observable
i
(10) ) = Q) = n
where {.) denotes the rank of matrix (.) and
(11) P = [B. AB,.., A" 'B]
(12) Q=[CAC, .. (ATy ' CT].

The proof is given e.g. in [1].

In the case when y and u are scalars (p = q = 1) the transfer function matrix G(s)
is reduced to the point matrix and if seen scalarly, we bricfly speak of the transfer
function G(s). From the equation (9) follows that

o o M)
(13) ; o) = el — A
where
(14) M(s) = Cadj(sl — A)B.

The maximum degree of the polynomial M(s) is n — 1. We shall further define what
is meant by cancellations in the transfer function C(sl — A)™! B.
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Definition 1. The transfer function C(sl — A)™' B, where A is n x n matrix,
Bis n x 1 matrix, Cis | x n matrix, is said to have no cancellation iff the polyno-
mials M(s) and det (sI — A) have no common factor.

The following theorem gives a necessary and sufficient condition for cancellations
in the transfer function.

Theorem 2. Consider the transfer function G(s) = C(sl — A)™' B, where the
matrices A, B, C have the same dimensions as in definition 1. Transfer function
G(s) has no cancellation iff the corresponding dynamical system & = {A, B, C}
is controllable and observable.

The proof is given in [3].
An extremely convenient formula for the transfer function which does not require

matrix inversion was given by Brockett [4]. Let us define

(15) a=i if CAT'B+0 and CAB=0 for 0=j<i~—1

and

(t6) m-' = CA*"'B.

Then

(17) G(s) = LGl = A + mBCAY)

ms* det (sl — A)

Since the identity (13) holds and the characteristic polynomial of an n x n matrix is
of degree n, this identity places in evidence the fact that the numerator and denomina-
tor polynomials in (13) are of order n — a and n, respectively.

From the facts given above the following theorem results.

Theorem 3. Let us consider a controllable and observable dynamical system
& = {A, B, C} with one input and one output. Then

a) M(s) and det (sl — A) in (13} have no common factor,

b) M(s) and det (si — A)are of order n — o and n, respectively. « is defined in(15).

Proof. The theorem is the direct consequence of theorem 2 and Brockett’s formula

(17).

Now, we are going to proceed to the main part of the paper.



3. TRANSFER CONSTANTS DETERMINATION

As it was pointed out in part 2 elements of the transfer function matrix are relatively
prime rational functions:

Y bus'
(18) Gifs) =52~ . m<r: i=12..q9;: j=12..p: a;=1.

r

k
Y agus
k=0

All the coefficients a;;; and by, are functions of transfer constants k;;. The transfer
function matrix is determined in a unique way by all of coefficients a;j and b;;;.
Let us consider a dynamical system & = {A, B, C} which is described in detail in
part 1. Which elements of matrix A are determinable from the input-output behaviour
in a unique way and under which conditions?
How to solve the above stated problem is given by the following procedure.

L. Transfer constants k; 2 0, i =1,2,....n; j=0,1,...,n must fulfil the
controllability and observability conditions (10). Derive these conditions in terms
of k.

2. Derive the transfer function matrix G(s) and point out all the mutually in-
dependent coefficients a;j, by for all i, j, k, 1. The number of mutually independent
coefficients a; and b;;, gives the number of determinable transfer constants k;;.

3. Express transfer constants k;; in terms of a;, and by, if necessary.
We shall comment first the two points of the procedure.

1. The controllability and observability conditions ensure the dynamical system
being completely characterized by its transfer function matrix. If these conditions
were not fulfilled there would exist a part of the dynamical system which would not
participate on the input-output behaviour [1].

2. The set of mutually independent coefficients a,;, and b;;, represent the set of
equations for the determination of k;;. It is evident that if the number of unknown
elements of matrix A is greater than the number of equations, matrix A is not de-
termined in a unique way. It is necessary to mention that some of k;; may be given
a priori e.g. zero.

For the single-input single-output dynamical system the following theorem holds:

Theorem 4. Let us consider a controllable and observable dynamical system
& = {A, B, C} with one input and one output. The maximum number of deter-
minable transfer constants k;; is

a) 2n — 1 Jor m =1

b)2n —a + 1 for m 1
where o and m are defined in (15) and (16), respectively.
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Proof. It is shown in [5] that the rank of [CB, CAB, ..., CA"~'B] must be I if the
transfer function is to be nonzero. If @ = 1 then m = 1. The numerator and deno-
minator in (18) are both monic polynomials. Point a) is the direct consequence of
theorem 3. If « > 1 then m is a function of some k;;. The numerator jn (18)is a poly-
nomial with m™" as the leading coefficient. So the poiut b) is also the direct con=
sequence of theorem 3.

In the following part of the paper several examples will serve as an illustration.

4. EXAMPLES

Example 1. Let us consider a three-compartment system which is pictured on Fig. 2. Let us
suppose that only x, is measured. Then matrices A, B, C in the dynamical system %" = {4, B, C}
are as follows:

*klo - klz k21 0
A= kys —kyo ~ kyy ~ ka3 k3, ,
0 ka3 —k3o — ki,
0
B=|1{ and C=[010].
0

The dynamical system & is controllable and observable iff the following conditions hold simul-
taneously:

kiz >0, kyy >0, ky3 >0, kyz >0, kig+ ky, + kyo + ky;.

(It is supposed in part [ that kij = 0.) Because m = 1 the maximum number of determinable
transfer constants k;j is five (Theorem 4). Matrix A is not determined in a unique way for this

matrix contains seven unknown elements.

Example 2. Let us consider a three-compartment system which is pictured on Fig. 2. Let us
suppose that x, and x; are measured. Matrices A and B of the dynamical system % = {A, B, C}

Uy
; Kig %4 2 fg%f?,. 3
&, ko %2 J‘El X3
kfa x, k?o X, kao Xy

Fig. 2.



are the same as in example 1. Matrix C has form

100
C= .
001
The dynamical system & is contrallable and observable iff the following conditions hold simul~
taneously:

171

oy >0, ko >0, ko kys & kyo + kas .

1t is easy to derive that the transfer function matrix

) 1 kay(s + kso + kiz)
G P —
(19) s) det (sI — A) [ku(s + ko + klZ)]

contains seven independent coefficients agjy, b5 1 = 1,2;j = 1; k = 0,1,2; [ = 0, 1. Matrix A
is determinable in a unique way.

Example 3. Let us consider a three-compartment system which is pictured on Fig. 2. Let us
suppose that only x, is measured and that a mass is applied into compartments 1 and 3. Matrices A
and C of the dynamical system & = {A, B, C} are the same as in example 1. Matrix B has form

10
B={0o0
01

The dynamical system & is controllable and observable iff the following conditions hold simul-
taneously:

kip >0, ki3 >0, kig+kyp# kyo + ks

It is easy to derive that the transfer function matrix

1

(20) G(s) = FRYRI

[ku(s + k3o + k32)§ kaz(s + ko + kxz)]

contains seven independent coefficients similarly as in example 2. So matrix A is again deter-
minable in a unique way.

It is seen from examples 2 and 3 that, from the theoretical point of view, there are
several possible rearragements of the experiment for the unique determination of
matrix A. The actual arragement of the experiment must suit both theoretical condi-
tions of unique determinability and practical realizability.

5. CONCLUSIONS

The object of this paper has been to find the theoretical number of determinable
clements of matrix A of a dynamical system ¥ = {A, B, C} on the bases of an input-
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output behaviour. The procedure has been described in part 3. For a single-input
single-output system the explicit formula has been given in Theorem 4.

The paper is not concerned with the way of the best fitting of experimental data.
It is necessary to emphasize that if the dynamical system was more complicated and
some disturbances arose, the number of practically estimable parameters could have
been less than a theoretical one. Not much work has been done in this field up to the
present.

The results of the paper, of course, do not concern biological systems only and hold
for practically all real systems with lumped parameters.

(Received June 9, 1971.)
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VYTAH

Prispévek k problému odhadu parametri uréité tfidy dynamickych
systémil

MiLosLAv HAJEK

V lékaiské praxi jsou zkoumané biologické objekty Casto modelovany jako vice-
uréeni pfenosovych konstant k;; modelu na zdkladé experimentu. Experimentdlné
viak nelze pfenosové konstanty uréit pfimo, nebof experiment ndm umoZiiuje uréit
pouze zavislost vystupnich veliGin systému na velidinach vstupnich. V &anku je odvo-
zen postup pro zjiiténi teoretického poétu parametrt dynamického systému, které je
mozno urdit na zakladé znalosti odezvy vystupu v zavislosti na vstupu. Pro systémy
s jednim vstupem a jednim vystupem je uvedena explicitni formule. V zavéru préce je
pro ilustraci uvedeno nékolik pfikladd. Vysledky prace se ovSem netykaji pouze
biologickych systémd, ale plati prakticky pro viechny realné systémy se soustfedény-
mi parametry.

Ing. Miloslav Hdjek, CSc., katedra automatizace chemickych vyrob VSCHT (Department of
Automation, Institute of Chemical Technology), Technickd 1905, Praha 6.
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