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K Y B E R N E T I K A ČÍSLO 2, R O Č N Í K 6/1970 

Context-Free Grammars with Regular 
Conditions 

EMIL NAVRATIL 

It is shown that the e-free CF-grammars with regular conditions generate exactly the class of 
context-sensitive languages. 

If one generates a language by a context-free grammar, the rewriting rules of the 
form u -» v (u and v denote a symbol and a string resp.) can be applied to whatever 
string containing u, without any other restrictions. 

However, it is naturally to limit this application by some condition imposed to the 
string in consideration. For example, in [1], the application of the rule u -* v is 
allowed only for such strings in which some prescribed substrings appear and the 
others do not. One can show that such conditions can be well expressed by regular 
sets. 

In this paper, we shall study therefore such context-free grammars, where each 
rule u —> v is labelled by the pair of regular sets Mt, M2 and the rule can be applied 
only to that strings, whose initial subword to the left from the rewriting symbol u is 
a string of the set M x and the terminal subword to the right from u is an element 
o f M 2 . 

Now, formal definitions follow. 

Definition 1. A context-free grammar with conditions is a system G = <jV, T, P, S) , 
where N and Tare disjoint finite nonempty sets (nonterminal and terminal alphabets), 
S e N (the start symbol), Pis a nonempty finite set of rules of the form u —> »[M 1 : M 2 ] , 
where us N, ve(N u T)* and Mj, M 2 are nonempty subsets of the set (N u T)*. 

Definition 2. Let a, ft be two strings, a e ( W u T)* N(N U T)*, /? e(N u T)*. We 
say that a can be immediately rewritten to P (we denote a =g> ft), if there exists a rule 
u -» i)[M b M 2 ] e P and two such strings co. e Mu co2 e M2 that a = wxuw2, ft = 
= (Qxvo)2. We say that a can be rewritten to ft (a =?-* ft), if either /? = a or there exists 



a finite sequence of strings (a0, a1 ? . . . , a„) that a0 = a, a ,=>a ; + 1 for each i = 119 

= 0, 1, ..., n - 1 and a„ = /?. If a0 = S, the sequence (a0, a1; ..., a„) is called de­

rivation over G of length n. 

Definition 3. Language L(G) generated by grammar G is the set {ye T*/S =>* y}. 

Notation. We shall write shortly u -> v instead of u -* i;[(iV U T)*,(N uT )*] . 

Let us introduce the following denotation: 

Let T be a set, |T ' | = |T | ,* T n T = 0, T n N = 0. Let co be one-to-one mapping 
from Tto T'. Let us define x' = x for xeN, x' = <p(x) for x e T e' = e (e denotes 
the empty word), (px)' = P'x' (/? e (N u T)*, x e N u T) and for M c (N u T)* M' = 
= {a ' / aeM}. 

Lemma 1. Lef G be a context-free grammar with conditions, G = (N, T, P, S>. 
Let G' = <iV', T, P', S> 6e the following grammar with conditions: N' ~ N u T', 
p ' = (f -> ,/r 6 T} u {«' -* »'[Mi, Mi]/« -» o[M„ M 2 ] e P}. Then L(G') = L(G). 

(We construct P ' therefore in the following way: we prescribe a new set T to the 
set T, the set of "nonterminal doubles of terminal symbols". Further, in all rules of P 
the occurrences of terminal symbols are substituted by their doubles and the rules 
t' -> t for each symbol te Tare added.) 

Proof of Lemma 1. a) Suppose that y e L(G), i.e. there exists a derivation over G 
(a0, aj a„) such that a„ = y (y e T*). We state that then for each i = 0, 1, ..., n 
S =>* a- holds. Proof by induction: 

1. For i = 0 the statement holds obviously. 

2. For each i (0 gS i :g n — 1) the relation S =>* a'; implies S =>* a j + 1 . To prove 

this it is sufficient to show that aj => a-+1. Since a; => a; + 1, there exist according to 

Definition 2 the rule" u -» i>[M1? M 2 ] e P and two such strings co1 e Mv co2 e M2 

that a ; = CO1HCO2, a ; + 1 = co1uco2. Therefore w' -» u'[Mi, M 2] e P', coi e M[, w'2 e M2 

and a ; => a ; + 1 for each i (0 2» i ^ n — 1). 

We have proved S =>* a'„, it remains to show S =>* a„. If a„ = e, it is obvious. 

Otherwise a„ = xxx2 ...xr, Xj e Tfor 1, 2, ..., r. Then a'„ = xix2 ...x r and obviously 

a'„ g>* a„, therefore y e L(G'). 

b) Suppose that y eL(G'), i.e. there exists a derivation (a0, a „ ..., a„) over G' for 

which a„ = >-, a; e (iV u T' u T)* for i = 0, 1 , . . . , n - 1. 

Let us introduce the following denotation: 

x° = cp"1(x) for .xeT ' , x° = x for x e i V u T , e° = e, (/?x)° = j8°x° (/J e 
e (W u T' u T)*, x e iV u T' u T), M° = {a°/a e M} for M cz (N u T u T)*. 

* If 5K is a finite set, then |5K| denotes the number of its elements. 



We shall prove S => a? for i = 0, 1, ..., n. It is sufficient to prove that for each i 

(0 5£ i ^ n — 1) is either a? = a?+ 1 or a? => a?+ 1 . As a; => a ; + 1 , it is either a,- = 

= co^'coj and a ; + 1 = co1tco2 (teT) and therefore a? = a?+ 1 , or a( = coiu'co2, 

a ; + 1 = co[v'co2, u' -> u'[Mi, M 2 ] e P', coi e M[, co2 e M2 . Then a? = cO]\ico2, 

a?+ 1 = co{oco2, where u -> t)[M1} M 2] e P, cot e Mx, co2 e M2 ; therefore a? => a?+1 . 

We have proved S ==>* a°, and since a° = y° = y, y e L(G) holds. Q.E.D. 

Corollary I. If ye L(G'), then S g>* y'. 

Proof. If y e L(G'), then y e L(G), and according to a) of the proof of the Lemma 1 
S g>* f holds. Q.E.D. 

JVore. From the definition of grammar G' it follows that in each derivation (a0, ax , . . . 
..., a„) over G' no rule of the form u' -> v'[M[, M 2 ] can be used after any rule of the 
form t' -> -f. (Since M\ <= (JV u T')* (i = 1, 2), the rule u' -> i/[Mi, M 2 ] can be ap­
plied only to the strings containirig no terminal symbol.) Moreover, not the rule 
u' -» v' but the "conditional" rule u' -> v'[(N u T')*, (JV u T')*] corresponds to the 
unconditional rule u —> u; the note can be applied even for such rules. 

With the above introduced notation for grammars G and G' we define grammar 
G* in the following way: G* = <JV*, T, P* , S*>, where JV* = JV' u {S*} u { # } 
(S* and # are symbols different from all symbols of JV' u T), 

p* = {S* -» # S # , # - » « } u { t ' ^ « | / e T } u 

u {V -> t; '[{#} . Mi , M2 . {#}] /« ' -» v'[M[, M 2 ] e P'} . 

Then the following lemma holds: 

Lemma 2. L(G*) = L(G'). 

Proof, a) Let y e L(G'), i.e. there exists such a derivation of length n (a0, a., ..., a„) 
over G' that a„ = y. But then (S*, # a 0 # , # a ! # , ..., # a „ # , #a„, a„) is the deriva­
tion over G of length n + 3, therefore y e L(G)*). 

b) Let y e L(G*), i.e. there exists such a derivation of length n + 3 (n St 1) 
(A» J8i, /?2, •••, /?„+3) over G* that ^„ + 3 = y. Obviously j80 = S*, A, = # S # , 
A = #*,i)'*#*,2 (1 g fe g n + 3), where yk e (JV u T u T)* and #k > 1 , # t > 2 mean 
either # or s. We shall show that for each k (l -g k -g n + 2) is either yfc = yft + 1 or 
7*7=? y*+i- As ^fc => fifc+1, then just one of the following four possibilities takes place: 

1. there exist a rule w' -> u ' [{#} . MJ, M 2 . {#}] e P * and strings co[eM[, 

co'2 e M'2 such that cok — #coi«'co2#, j8 t + 1 = #coii/co2#. 

2. there exists a rule f' -» f (f 6 T) such that /?t = Zit'Za> Pk+i - iMi-
3- #*,1 = # . #4+1,1 = £-

4- #fc,2 = # , #*+l,2 = f i-



In cases 1 and 2 obviously ykfr yk+i, in cases 3 and 4 yk - yfc+i- From this it 1-1 

follows 7 l g>* y, for 1 = k = n + 3. Since y. = S, y„+3 = JJB + 3 = 7> we get S g>* y, 

therefore y e L(G'). Q.E.D. 

Corollary 2 .7/y e L(G*) then S* =>* # / # . 

Proof. Let y e L(G*), i.e. y e L(G') and according to Corollary 1 S g>* y' holds. 

Then, of course, S* =>* # y ' # . Q.E.D. 
G * 

Definition 4. A CF-grammar with conditions G = <JV, T, P, S> is e-jree, if for 
each its rule u ~» ufMj, M 2 ] e P u #= e holds. 

Definition 5. A CF-grammar with conditions G = <JV, T P, S> is called CF-gram­
mar with regular conditions, if for each rule u -> f [M, , M 2 ] £ P the sets M l 5 M2 

are regular over the alphabet JV u T 

Theorem 1. Let G = <JV, T P, S> fee an e-free CF-grammar with regular con­
ditions. Then L(G) is a context-sensitive language. 

Proof. According to Lemmas 1 and 2 L(G) = L(G*). For each rule p of the form 
u -» f [M l 5 M 2 ] e P i s u ' ^ " ' [{#} • M i . M 2 • { # } ] e p*, w h e r e t n e s e t s M i * M 2 
are regular over the alphabet JV u T. Therefore, there exist finite automata 31(1>P), 
91(2>p), which accept sets M[, M'2. For each pair* (i, p) e {1,2} x P, 2l(i>p) = 
= (K(iiP), <5(i>p), s ( i p ) , P(i>p)>, where the used symbols have the following meaning: 
iC 0 > ) — finite nonempty set (of states), <5(ip) - mapping from K(ip) x (N u T') to 
•K(j>p) (the transition function), s° i p ) e K(ip) (the start state), F ( i p ) <= K(i>p) (the set 
of final states). 

The sets K(itP) can be choosen so that X(i>p) n K(Jq) = 0 for each two pairs 

(i, P) * (j, q), (i, P), (j, «) e {1, 2} x P. Further** 

-$.»>(-<.,*). ®0 e f «.P) o wj e M ; . 

Let us define the grammar G = <JV, T, P, S*> in the following way: 

/V = J V # u IJ (JVu T'u{#}) x KUp) x {1,2, 3, 4 } , 

(<',P)6(1,2}XP 

14 

P = U 0 • 
i = l 

* The symbol X denotes the operation of cartesian product. The elements of a cartesian 
product AxBxC will be denoted by [a, b, c]. 

** Sfi,p) is t h e maPP in8 f r o m K(i,p) x ( ^ u r ' ) * t0'^(i,p) defined by the relations <5*i>p). 
• (s(i,P)>d = SU,P)< d*i.P)(s(i,P)' a*> = <5(<*.p)(|5*i.p)('s(i,P)' a ) > x ) ' w h i c h h o l d f o r whatever s(i p) e 
e K(ip), ae(Nu T')*, xeN(J T'. 



where 

Qt = {S* -» # S # , # - > e } , 

Q2 = { ( ' - > r / f e T } , 

Q3 = { # - [ # , s ° l i P ) , l ] / p e P } , 

Q4 = {[«, s(1.r t, 1] . /? -> [a, s(1,p). 1] . |JJ, ^ ( 1 .p )s ( 1 ,p ) , /J), 1]/ 

/a e iV u r u {#},/? e N u T', s(1,p) eK ( 1 ,p ) , pe P} , 

Q5 = {[«, *(i,), 1] • »' - [«, s , . , „ 1] • [«', s°2>p), 2]/ 

/a e N u r u { # } , s(1,p) e F ( 1 ,p ) , p = u - n[Mi, M 2 ] e P} , 

Qe = {[«', *°2,p), 2] . ,9 - [«', s°2>p), 2] . [fi, <)(2,p)(s
0

2,p), /?), 1]/ 

lPeNuT',p = u-* <j [Mj,M 2 ]eP} , 

Ql = {[«, S(2.p), 1] • /? -> [«, S(2,), 1] • [P, 5(2,>(S(2,), /»), 1]/ 
/a e (V u r , /? e N u T', s(2>p) e K(2,p), p e P} , 

2s = {£<-, S(2,P), 1] • # -> [«, S(2,P), 3] . # / a e N u T', s(2,p) e F ( 2 ,p ) , p e P} , 

0-9 = {[«, -(2,>, 1] • [P, s[2.p>, 3] -> [a,s(2,p), 3] . /?/ 
/a, fieNu r , s(2,p), s('2<p) e X(2>p), p e P} , 

Qio = {[«', 5(°2,), 2] . [fi, s(2.p), 3] - [«', s(°2>p), 4] . />/ 

//» e JV u r , s(2,p) £ K(2,p). p = u - D[M„ M 2 ] £ P} , 

Qii - { [ « ' , S(°2.P), 2 ] . * - [ « ' , s°2,p), 4 ] . # / 

/ ! » - « - > i>[M., M 2 ] e P, s°2,p) e F(2,p)} , 

Qi2 = {[*> «(!,), 1] • [«', S(°2,P), 4] -* [a, s(1.p), 3] . v'j 

/a e iV u r u { # }, s(, ,p) e K ( l ,p), p = ti -» t{M„ M 2 ] e P} , 

8 i3 = {[«, -o,>, 1] • [P. s('1>p), 3] - [a, s„,p , . 3] . ft 

/a e iV u r u { # } , s(1>p), s(1.p) eK (1>p) , PeNuT',peP}, 

Qi4 = { [ # , 5 ( ° , , P ) , 3 ] - # / p £ P } . 

The grammar G contains one length-shorting rule, namely the rule # -* £. How­
ever, in whatever derivation over G of arbitrary word y e L(G) the rule # -» e is used 
exactly twice and according to [2] (Theorem 3.1), L(G) is context-sensitive language. 
By showing L(G) = L(G*), we prove that L(G) is context-sensitive language. 

a) Let yeL(G*). According to Corollary 2 S* =>* # y' # i.e. there exists a de­

rivation (ft,, 01, •••,/3„+i) over G* such that p*0 = S*, /J, = # S # . £ n + 1 = # y ' # 

(n ^ 1). For each i (1 ^ i ^ n) is therefore /?,. = #coiu'a>2#, /? i + 1 = #a>'1t,'co2#, 

where u' -* « ' [{#} . M i . M J . { # } ] e P * , <o\ e M\, w'2e M'2. 



We shall show that fit =g>* /? ; + 1 . 

The rewriting /3; to f5i + 1 in G will be provided by succesive application of the fol­
lowing rules: 

the rule of g 3 , 

|_i|-times the rules of Q4, * 

the rule of Q6 (since coj e M\, s ( l p ) e F(liP) holds and the rule of Qs can be ap­
plied), 

the rule of Q5 (if <»a * e)> (if w2 = e the rule of Qy v is applied), 

| „ 2 | - 1-times the rules of Q7, 

the rule of Qs (if co2 # e), 

| „ 2 | — 1-times the rules of Q9, 

the rule of Q10 (if ^2 * e)> 

the rule of Q12, 

|_ i |-times the rules of Q13 and finally 

the rule of Q14. 

Thus the required string /3; + 1 is obtained. This completes the proof that S* =g>* 

=l>* # / # and therefore y e L(G). 

b) Let y e L(G). We shall show first of all that S* =g>* # / # . 

Let us introduce the homomorphism T (cf. [3]) by the relation x(x) — x' for x e T, 

z(x) = x for x e N. According to the assumption there exists such a derivation 
(w0, w!,..., w„) over G that w0 = S*, w„ = y. From the relation w; =j> w ; + 1 it follows 
that either T(W;) = T(W; + 1 ) or T(W;) =g> T(W ; + 1 ) . Hence, w0 = T(W0) =g>* T(W„) = y'. 

Therefore there exists a derivation (i//0, \jiu ..., ^/m,..., \//s) over G such that 
!/>0 = _ # , V>x = # _ # , l̂ m = #*„„ «Am+t = X,„, 4>s = / • 

Let us denote $, = #(/», for / = m + 1. Then (\p0, i//1, ..., ipm, $ m + 2 , ..., $s) is 
the derivation over G. Therefore S* =g>* #7 ' . We can prove similarly that 

S* f *+y'+. 
Let us take the derivation (a0, a t , ..., aw) over G, where a0 _ S*, a1 = # S # , ... 

. . . , a w = # / # . Obviously S* => a«. It is sufficient to prove that for each fe(l _ fc g 

S w - l ) the following statement holds: if S* =>* aA, then there exists / > /< 

(2 < 1 < w) such that a t => a,. In this case S* =>* aw, further aw =>* y, hence 
V. — — 1 * C # ' G * G * 

7eL(G*) . 

Therefore, let S* =>* afc. Then ak = #J7fc#, where ij'ke(N u T')*. Further, there 

must exist a rule # - > [ # , s ° l j P ) , 1] such that ak + 1 = [ # , s°1>p), 1) r\'k#. By deriving 
from ak+1 to aw any rule of Qx and Q2 cannot be obviously applied. 

* |_J denotes the length of the string (0. 



We shall show that there exists z ^ k + 1 such that the rewriting a_ ==? a z + 1 is 
realized by the rule [a, s ( l p ) , 1] . u' -+ [a, s(1>p), 1] . [u \ s(°2>p), 2] of Q5. Suppose the 
contrary is valid. Let \rj'k\ = X. Then fo reach i (1 __ i __ A) the rewriting ak+i ==?• afc+ i + _ 
is realized by the rule of (__. (No rule of Q3 can be applied to the symbol # at the 
end of the string ak+i, because another rewriting of the formed symbol would be im­
possible.) To the string afc+_+_ there can be applied only the rule of Q3 and no rule 
can be applied after it, which gives the contradiction. 

Let us take the smallest z __; k + 1 with above mentioned property. Then ak = 
= #co'_u'co2#, where co't = cxc2 ... cz_(fc+1) (c,- eN u T \ i = 1, 2 , . . . , z - (k + 1)), 
coi = s, if z = k + 1; co2 e(JV u T')*. Further afc+1 + i = CQCJ^ ... ctci + 1 ... 
. . . cz_(fc + 1 )u'co2#, where c0 = [ # , s°1>p), l ] and for each j (l _g j __ i) c\ = 
= [c;> s ( l « . - ] . w h e r e su,P) = 5 d , P ) « P ) . -_), i = 0, 1 ,2, ..., z - (/c + 1). Further 
az + 1 = c0 . . . cz_(fc+1)[u', s0

2p) , 2] . co2#. Since the rule of Q5 was applied, 
s(i~.p)+1) = ^*i.p)(s(°i,P)' ^ i ) 6 Fa,p)> hence coi e M'i (the r u le P is fixed). 

We shall show that co2 e M2 and that in mentioned derivation there appears 
a member aq (q ^ z + 2) such that a, = c0 . . . c__(fc+1). [u \ s°2>p), 4] . co2 # . If 
co'2 = £, then rewriting a_ + 1 =g- a z + 2 is necessarily realized by the rule of Q1X and 
therefore s° 2 p ) e F ( 2 p), i.e. e e M'2 and the statement holds (_ = z + 2). Let thus 
co2 + e, co2 = d{d2 ... df (dt e N u T, i = 1 , . . . , / ; / __ l). Then 

az + 2 = c0 . . . c z _ ( _ + l ) . [_', s(°2>p), 2] . \du 5(2>p)(s(°2>p), dt), 1] . d2 ... df # 

(applying the rule of Q6), and obviously 

a z+i+/ = c0 ... cz_ ( fc+1)[u\ s°2>p), 2] . „ ! . . . fl_.# , 

where 

dt = [<-i, S(2,„), 1] (' = L . . . . / ) , S(2,P) = 5(2,p)(s(
;
2-p),«_"_) 

(using the rules of Qn). Then the derivation az + 1 +^ =|» az + 2 + / is necessarily realized 
by the rule of Q8, hence s{2tP) e E(2>p) and since sf2>p) = 5*2,p)(s(°2>p), co_), oo_ e M'2 

holds. We can show in a similar way that in the mentioned derivation over G there 
follows ( / — l)-times applying of the rules of Qg, then one using of the rule of Q10, 
by which the required string aq is generated (q = z + 2 + 2/). 

Then necessarily aq+, = c0 ... cz_,_2 . [c z_ ( 1 + 1 ) , sJW^4"1', 3] . i/co2# (the rule of 
Q12), after this z - (Z + l)-times the rules of Q13 and finally the rule [ # , S(°1>p), 3] -> 
—> # must be applied. In this way the member ax = #<x>it/co2# appears in the de­
rivation. However, since a( = #co[u'co'2#, co[ e M[, co'2e M'2 and u'-+v'\_M[, 
M 2 ] e P \ afc =| a_ holds and the Theorem is established. 

Theorem 2. Each context-sensitive language can be generated by an e-free CF-
grammar with regular conditions. 



Proof. Let G be a CS-grammar G = (N, T P, S>, where P is finite set of rules of 
the form z±xz2 -> zij>z2 (xeN; y, zu z2e(N u T)*, y #= e). Let us form the CF-
grammar with regular conditions Gt = (N, T Pu S>, where Px = {x-> y [(Atu T)*. 
. { z j , {z2} . (W u Tf\\zxxz2 -> Z!jz2 e P } . The grammar G1 is obviously e-free 
and the sets (N u T)* {z^ , {z2} (N u T)* are regular over the alphabet J V u I For 
each pair of strings u, v the relation u =?• i> holds if and only if u ^> v. Therefore L(G) = 
- L(GX) . Q.E.D. 

Theorem 3. Each type 0 language can be generated by a CF-grammar with 
regular conditions (generally not e-free). 

Proof. It is known (cf. [1]) that each type 0 language can be generated by context-
sensitive grammar with erasing rules. Let L be arbitrary type 0 language and G be 
a CS-grammar with erasing rules which generates L . G has the same form as in the 
proof of Theorem 2 with the distinction that also y = e is admissible. Forming the 
CF-grammar with regular conditions Gt in the same way as in the proof of Theorem 
2, we get L(Gj) = L(G) = L . Q.E.D. 

Note. It has come to author's knowledge after finishing the paper that some modification of 
Theorem 1 has been proved in paper [4]. (The proof is, of course, different). 

(Received June 23th, 1969.) 
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Bezkontextové gramatiky s regulárními podmínkami 

EMIL NAVRÁTIL 

Bezkontextová gramatika G = <N, T, P, S> s regulárními podmínkami je bez-
kontextová gramatika, jejíž každé pravidlo je opatřeno dvojicí množin Mu M2, které 
jsou regulární nad abecedou N u T. Řetězec a lze bezprostředně přepsat na /? 
(a ^ P), jestliže existuje pravidlo u -> tifMj. M 2 ] e P a řetězce a^ e M l 5 ro2 e M 2 

takové, že a = co1iiCt)2, j5 = OÍ1VCO2. Jazyk generovaný gramatikou G je množina 
všech terminálních produkcí odvozených z výchozího symbolu S. 

Je dokázáno, že množina všech jazyků generovatelných £-free gramatikami uvede­
ného typu je rovna třídě všech kontextových jazyků. Vypustíme-li předpoklad, že 
gramatika je e-free, je možno generovat libovolný jazyk typu 0. 

Ing. Emil Navrátil, Fakulta jaderná a fyzikálně inženýrská, Břehová 7, Praha 1. 
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