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K Y B E R N E T I K A - V O L U M E 21 (1985), N U M B E R 2  

ON MEASURES OF RELATIVE USEFUL' INFORMATION 

H. C. TANEJA 

Taneja and Tuteja [7] have introduced the measure of relative 'useful' information which 
satisfies the property of additivity. A characterization of this measure depending upon the addi-
tivity postulate and the mean value property has been provided. Then by choosing a particular 
type of non-additive law in place of additivity, a measure of non-additive relative 'useful' informa­
tion has been characterized which may be considered as a quantitative-qualitative measure 
corresponding to the directed-divergence function of type P studied by Rathie and Kannappan [5]. 

1. INTRODUCTION 

Let P = (pu p2,..., p„), 0 < pi = 1, )^ J, = 1 be a finite discrete probability 

distribution of a set of n events E = (Eu E2, •••, E„) on the basis of an experiment 
whose predicted probability distribution is P° = (p°, p2,..., p°), 0 < p° ^ 1, 

£ p° = 1. Then the Kullback's measure of directed-divergence [3], or information 
; = i 

gain [6], is defined as 

(i-i) i(p\po)-ipiiog(pi^). 
i = l 

The quantity (1.1) measures the average 'information gain' in predicting the 
experiment E = (Eu E2,..., £„). However, this measure does not take into account 
the effectiveness or, importance of the events. This is because (1.1) depend^ only 
on the probabilities associated with the events Eu E2,..., E„. In a practical situation 
of probabilistic nature, quite often subjective consideration get involved with the 
study. These considerations take into account the effectiveness of the outcomes also. 
Motivated by this idea, Belis and Guiasu [2] introduced a 'utility distribution' 
U = (uuu2,..., M„) where each ut is a non-negative real number accounting for the 
utility of the ith event Et. Thus further study of relative information measures may 
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be based on the utility information schemes given by 

(1.2) S„ = [E, P, U, n] , M; > 0 , 0 < Pi < 1 , £ pt = 1 , 
i = 1 

of a set of n events after an experiment, and 

(1.3) S° = [E, P°, U, n] , M; > 0 , 0 < f < 1 , ip° = 1, 
1=1 

of the same set of n events before the experiment. 
In both the schemes (1.2) and (1.3) the utility distribution is the same because 

it is assumed that the utility M; of an outcome E; is independent of its probability 
of occurrence ph or predicted probability p° (refer Longo [4]). 

A measure of relative 'useful' information that the scheme (1.2) provides about 
the scheme (1.3) has been suggested and characterized by Taneja and Tuteja [7]. 
It is given by 

(1.4) l(Sn\S°) = iuiPilog(piIp°), M ; > 0 , 0<Pi, p°<\. 
i=l 

An interpretation for (1.4) may be given as follows: 

The quantity -u;\ogPi in literature is usually referred to as the 'useful' self-
information associated with the event E; whose probability of occurrence is pt and 
utility is ut. Thus M;log(p;/p°) = (-M;logp?) - (-M;logp;) may be taken as 
the 'useful' information gain in predicting the experiment E = (El5 E2,..., E„). 

Now if Tm = [F, Q, V, m] is another utility information scheme, independent 
of S„, then (1.4) satisfies the following property, called the weighted additivity: 

(1-5) I(S„ *Tm\S°„* T°) = VI(S„ | S°) + W(Tm | T°), 

where S„*Tm = [E * E, P * Q,U * V, nni] etc., and 

U = iuiPi, V=ivjqj. 
i=i j=i 

In [7], Taneja and Tuteja have characterized the measure (1.4) for finite discrete 
complete probability schemes under a set of axioms mainly consisting of additivity 
and monotonicity law expressed by the utilities. In practical situation, not all the 
outcomes of an experiment or market situation are needed to be relevant, significant 
or observable. Under such circumstances the physical phenomenon can be described 

n 

statistically by a finite discrete incomplete probability scheme with £ pt < 1 rather 
n i = l 

than the ordinary complete one with £ p( = 1. In Section 2, we characterize the 
i = l 

measure of relative 'useful' information for incomplete probability schemes by using 
weighted additivity and the mean value property. 

Secondly, with ever increasing applications of the informational approach, sub-
additivity rather than additivity is becoming an acceptable basis. In social and physical 
systems additivity does not quite prevail. For instance, in biological systems the 
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interaction between various drugs call for non-additivity of the individual effects. 
In Section 3, we consider a simple model based on a suitable modification of the 
additivity property (1.5) and thus formulate a generalized measure of relative 'useful' 
information satisfying that property. 

2. MEASURE OF RELATIVE 'USEFUL' INFORMATION 
FOR INCOMPLETE PROBABILITY SCHEMES 

Let p, p° and u be the probability of occurrence, predicted probability and the 
utility of a random event E. Then the relative 'useful' information conveyed by the 
occurrence of the E must be a function of p, p° and u and let it be denoted by l(p, p°, u). 
We now determine the form of l(p, p°, u) under the following set of postulates: 

Postulate 1 (Additivity). Given two independent events Eu E2 with probabilities 
of occurrence pt, p2, predicted probabilities p°, p0. and utilities u., u2, then the relative 
'useful' information provided by their joint occurrence is given by 

(2.1) I(PIP2, P°iP°2, Wi«2) = u21(pu pi, ut) + Mt I(p2, p2, u2) , 

where PiP2, p°p° and uxu2 are respectively the probability of occurrence, the predicted 
probability and the utility of their joint occurrence. 

Postulate 2 (Unity). An event with unit probability of occurrence, unit utility and 
having \ as predicted probability conveys unit amount of relative 'useful' information, 
that is, 

(2.2) / ( l , i , l ) = l . 

Postulate 3 (Zero). An event with p as the probability of occurrence, p° as the 
predicted probability conveys no relative 'useful' information if p = p°, whatso­
ever the utility u may be, that is, 

(2.3) l(p, p°, u) = 0 , 

for all p = p° and u > 0. In particular, we have 

(2.4) 1(1, 1, u) = 0 , 

for all u > 0. 

Theorem 1. The relative 'useful' information I(p, p°, u) conveyed by the occurrence 
of a single event with probability p, predicted probability p° and utility u (u > 0, 
0 < p, p° _ 1) satisfying Postulates 1 to 3, can be only of the form 

(2.5) I(p, p°, u) = u log (pip0), u > 0 , 0 < p , p° _ 1 . 

Proof. Since uxu2 4= 0, from (2.1) we get 

I(PiP2, PiPt U1U2) _I(Pi,P°,u1) I(p2,p°2,u2) 

uxu2 Ul u2 
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(2-6) F(Plp2, p\p°2, uxu2) - F(Pu pi, » I ) + F(p2, p\, u2), 

where 

Substituting F(p., p°, «,) = G(log y?,-, log P?, log «,). f o r !' = -» 2> w e c a n r e w r i t e 

(2.6) as 

(2.7) G(log pi + log p2 , log p? + log P°, log « t + log w2) = 

= G(log p l 5 log p?, log Mi) + G(log p2 , log p°2, log w2). 

The most general continuous solution of (2.7), refer [1, p. 215], is given by 

G(log p, log p°, log u) = Cj log p + c2 log p° + c3 log w , 

and hence 

(2.8) I(p, p°, u) = CjM log p + c2w log p° + C3M log u , 

where c., c2 and c3 are arbitrary constants. 
Using Postulate 2 and Postulate 3 in (2.8), we get (2.5). • 

Remark. In deriving the above result, we have taken u, p, p° > 0. This is to avoid 
the obvious mathematical complexities. However, if we assume that whenever p° = 0, 
p is also zero and further 0 log 0 = 0 log (0/0) = 0, then (2.5) also holds for u = 0 
and p = p° = 0. 

Next, we derive an expression for the relative 'useful' information measure l(S„ | S°n). 
We derive this expression under the following set of postulates for the generalized 
utility information schemes, viz. 

(2.9) S„ = [£, P, U, n] ; u, > 0 , 0 < p, < 1 , £ p, <, 1 , 

(2.10) T„ = [F, Q, V, m] ; P j > 0 , 0 < q, < 1 , | «_, g 1 , 
J'=I 

(2.11) S° = [£, P°, U, n] ; H , - > 0 , 0 < p? < 1 , £ p? <. 1 , 
i = l 

(2.12) T£ = [F, 6°, V, m] ; P , > 0 , 0 < ^ < 1 , £ a° < 1 , 
J = I 

w h e r e f p , + £ «, < 1 and £ p? + £ a? < 1. 
i = l j = l i = l j = l 

Postulate 4 (Additivity). Given the utility information schemes S„ and Tm and hav­
ing the predicted utility information schemes S° and Tm respectively, the following 
holds 

(2.13) I(S„ * T„ | S° * 22) = F/(S„ \S°)+ U l(Tm | T°), 
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where 

0 = (I-.PO/(i>.) ^d F = ( I ^ , ) / ( f C7,)-
i = l i = i ; = i ; = i 

Postulate 5 (Mean-Value). The relative 'useful' information conveyed by the 
utility information scheme S„UTm on the basis of an experiment and having predicted 
utility information scheme S°UT°, is given by 

(IP,)/(s„|s°) + (i:^)/(Tm|r,0„) 
(2.14) !(S„UTm\S°UT°,)= -^± — ^ , 

I Pi + X 9j 
I = 1 / = 1 

where 

S„UTm = [EUF, PUQ, UUV, n + m]; uh Vj > 0, £ p, + J] q} £ 1, etc. 
; = i j = i 

We prove the following theorem: 

Theorem 2. The relative 'useful' information provided by the utility information 
scheme S„ about the utility information scheme S°, and satisfying the Postulates 2, 
3, 4 and 5, is given by 

iu;Pt\Og(p;lp°) 
(2.15) I(S„ | S°) = '--1 , 

J=i 

where u,- > 0, 0 < ph p° <. 1 and £ p, ^ 1. 

Proof. We may consider 

SB | S» = s ,Us 2 U ...Us„\ s°Us°2U ... Us0,, 

where 
s, = [E„ p„ u„ 1] and s° = [E„ p?, u„ l ] , 

for all / = 1,2,..., n. 

Using Postulate 5, we have 

ZPiI(s.K) 
/(S„ 1 Si) = - ^ , 

i= 1 

where l(st j s°) is the relative 'useful' information conveyed by the occurrence of 
a single event E; with probability of occurrence p„ predicted probability p° and 
utility it;. 

Postulate 4 reduces to Postulate 1 for s, and s° and, therefore, from Theorem 1 
we have 

/ (s i | s°) = t , i log(p i /p°), 
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and hence 

iuiPi\og(Piip
o

i) 
I(S„ | S°) = ^ , 

hi 
which is (2.15). D 

In case that the distribution is complete, that is £ pt = 1, (2.15) reduces to (1.4), 
; = I 

the relative 'useful' information for complete probability distribution. 

3. GENERALIZED RELATIVE 'USEFUL' INFORMATION 
FOR INCOMPLETE PROBABILITY SCHEMES 

In this section we consider a non-additive generalization of the additivity property 
(2A3). There can be various generalization of (2.13), we consider the one given by 

(3.1) I(S„ * Tm | S° * T°) = VI(S„ | S°) + U l(Tm | T°) + K t(S„ | Sn) l(T„, | T°), 

where K + 0 is an arbitrary constant. 

Obviously when K = 0, (3.1) reduces to (2.13). Now we derive a generalized 
measure of relative 'useful' information satisfying this non-additivity postulate. 

In order to determine the form of generalized relative 'useful' information measure 
based upon (3.1), the additivity Postulate 1 is replaced by the following non-additivity 
postulate. 

Postulate 6 (Non-additivity). Given two independent events E1, E2 with prob­
abilities of occurrence pu p2, predicted probabilities pi, pi and utilities u1, u2 then 
the relative 'useful' information provided by their joint occurrence is given by 

(3.2) I(PiP2, P°,P°2, Mi«2) = u2 I(pu pi, « I ) + Uj I(p2, p°2, u2) + 

+ KI(p1,p1,u1)l(p2,p1,u2), 

where ux, u2 > 0, 0 < pu p2, pi, pi = 1 and K + 0 is an arbitrary constant. 

Theorem 3. The relative 'useful' information I(p, p°, u) conveyed by the occurrence 
of a single event with probability of occurrence p, predicted probability p° and 
utility u, satisfying the non-additivity Postulate 6 and Postulates 2, 3, can be only 
of the form 

(3.3) ifc,-..)- .[<ftrr]-
where c + 0 is an arbitrary constant. 
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(3.6) I(p, p°, u) = м 4 K + 0 , 

Proof. Since utu2 + 0, from (3.2) we have 

(3.4) F(Plp2, p°p°2, uxu2) = F(pu P°, ut) + F(p2, P°, w2) + 

+ KF(Pl,p
0,u1)F(p2,p°2,u2), K*0, 

where 

F ( p h p O j H j ) = fe^«j) f o r i = h 2 . 

ui 

Setting 1 + K F(ph p°, M() = G(ph p°, M,) in (3.4), we get 

(3.5) G(piP2, p°p0

2, Ulu2) = G(Pl, p°, H,) G(p2, p°, H 2 ) . 

The most general continuous solution of (3.5) is given by 

G(p, p°, u) = p V - M - , 
and hence 

y y c v 
K 

where u > 0, 0 < p, p° <. 1 and, c,, c 2 and c3 are arbitrary constants. 
Using Postulates 2 and 3 in (3.6), we get (3.3). • 

Measure (3.3) is expected to give the additive 'useful' information gain when the 
constant c tends to zero. To maintain the convention in the existing literature, it is 
desirable to take c = ft — 1, so that additivity can follow when p1 —> 1. Thus, we have 

(3.7) I(p,p0,u) = u l ^ [ ^ \ «>0, 0<p, p°£l, /> + l, 

and the non-additivity postulate (3.2) then takes the form 

(3.8) I(PiP2, P°P°2, u1u2) = u^p*, p . , Ml) + U l /(p2 , p°, M2) + 

+ (2 ' J - 1 - l ) / (p 1 , p 0 ,M 1 ) / (p 2 , p 2
0 ,M 2 ) . 

We refer (3.7) as the generalized relative 'useful' self-information of degree /?, 
conveyed by an event with probability of occurrence p, predicted probability p° and 
utility u and we denote this expression by l\p, p°, u). 

Next, we determine the non-additive form of the relative 'useful' information 
which the generalized utility information scheme (2.9) provides about the generalized 
utility information scheme (2.11). We give the following postulates for the generalized 
utility information schemes: 

Postulate 7 (Non-additivity). For the generalized utility information schemes 
S„ and Tm with the predicted utility information schemes Sn and Tm respectively, 
the following holds 

(3.9) I(Sn * Tm | S° * Tm) = Vl(Sa | S°) + U7(Tm | Jt) + 

+ (2"-1 - 1) l(Sn | S°) J(Tm | It) , 0*1. 
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Theorem 4. The non-additive relative 'useful' information conveyed by the utility 
information scheme S„ whose predicted utility information scheme is S„ and satisfying 
the Postulates 2, 3, 5 and 7, can be only of the form 

i«*.[(p./j#-1--] 
(3.10) l"(Sn | S°) = - ^ , p * 1 , 

(2"-i-i)ipi 
i = l 

where ut > 0, 0 < ph p° < 1 and J pt = 1. 
; = i 

Proof. Considering as earlier 

S„ | S° = s ^ U ... Us„ I s^Usp ...Us°„, 
where 

Sj = [Eh ph uh 1] and s? = [£,., p°, uf, 1] . 

for i = 1, 2 , . . . , n. 

Using Postulate 5, we have 

ipii'(*t\$) 
7"(S„ | S°) = J=i , /? * 1 , X PiS 1 , 

\r ;=i 
I. Pi 

;= I 

where /'(S; | s°) is the generalized relative 'useful' information conveyed by a single 
event E; with probability of occurrence ph predicted probability p? and utility «,. 

Using Theorem 3, we have 

/"(s,.|s?) = H irfeM) 

and hence 

P?У 1 - i1 
- ' - 1 J' *-. 

I-^CWP?/- 1 - !] 
/»(S„ j S°) = i-i , 0 * 1 , £ p, = 1 , 

( 2 * - * - 1 ) I J » , 
i = l 

which is (3.10). • 

In case when £ p( = 1, then (3.10) reduces to 
; = i 

(in) m i s a - ' - 1
 ( 2 < , - . _ 1 } — . * + - . 

which may be considered as a quantitative-qualitative measure corresponding to the 
directed-divergence function of type /? studied by Rathie and Kannappan [5]. 
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We call (3.H) the generalized relative 'useful' information measure of degree fi. 
It is noted that when p -* 1, (3.10) and (3.11) reduce to (2.15) and (1.4) respectively. 
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