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KYBERNETIKA — VOLUME 7 (1971), NUMBER 1

Graphical Analysis of First and Second Order
Pulse-Width-Modulated Sampled-Data
Regulator Systems

SLavoMir SUVA

This article presents a simple graphical technique for Pulse-Width-Modulated (PWM) Sampled-
Data systems with first and second order linear plants using sequence-space approach. The open-
and closed-loop is analysed.

1. INTRODUCTION

To carry out the analysis of Pulse-Width-Modulated Sampled-Data (PWMSD)
systems means to solve nonlinear difference equations. Among many authors E. Polak
described a very simple graphical method [1]. The technique described in this paper
extends this method so that we may obtain more precise results. Thus not only in the
sampling time [1], but also in the pulse-end the state-variables values are estimated.
This technique enables us to compute the open- and closed-loop step response.
In all the cases two types of pulse-width modulators are applied:

a) The modulator of Type I
Its output is described by the following modulation law:

1) u(t) = {U sgn e(kTy),

0 s
S8~ Je(k)]

b) The modulator of Type III
Its output is described by the following modulation law:

@ ‘ u(i) = {U’

0,
At,
2 = |e(kT)
5= leom)




where 59
U = the modulator pulse height ,

T = the sampling period ,
At, = the pulse width for the k-th sampling period ,
e(kT,) = the error in the time ¢ = kT, .

The behaviour of the PWMSD system is described by nonlinear difference equations
[2, 3] Solving these equations one obtains the relations for two different states
of the system:

1. in the time kT, < t < kT, + At,,

2. in the time kT, + At, S t < k + 1T,

The sequence-space approach consists in defining the column matrix
[x(kT,) ]
x;(kT, + At)
x(k + 1T,)

x,(kTy)
3) X, = | x,(kT, + At,)
x(k + 1T,)

x,(kT,)
x kT, + At)
x(k + 1T;)

as the state-vector of the system.
The geometric interpretation of this definition is the base for the graphical analysis
and computation of the PWMSD systems.

2. OPEN-LOOP STEP RESPONSE OF THE FIRST ORDER LINEAR PLANT

The block diagram of system is given on Fig. 1. In this case the state-vector has

K, T,
e(1) _n_ u(t) : x,(1)
Fig. 1.
three dimensions, i.e.
x,(kTy)
6] _ X, = | x,(kT; + At,)

xy(k + 1T,)
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2.1. The plant with one time constant
The plant is described by the transfer function

©) rp) = 28 Ko

ui(p) 1+ pTy
where

K, = the plant gain,
T, = the plant time constant .
The symbols

© Eoa=g

Ty =, = —
n t
are used in the following analysis.

Applying the results from other papers [1, 3, 4] for modulator of the type III,
the derivation of basic equations is omitted. Let us define the set {3’1} as the set
of all states of the system in time t = kT, + At,. Hence

™ {2 = (T + Ay, x(KT) ;s poo= x(kT, + At) =
= x,(kT)e™ "™ + K U(1 — e” =™},
Similary in time ¢t = k + 1T, for all states exists the set
®) {22} = {alk + 1), (kT + At); po = xy(k +1T) =
= x,(kT, + A) e 7™},

These sets are represented in the plane xl(kTs -+ Atk), xl(kT,) by the line p, and in the
plane x,(kT, + At,), x,(k + 1T;) by the line p,.

From the relation (4) one may recognize that the state-variables are the sequence
of the discrete values of one variable. Therefore the three-dimensional space may
be changed for the two-dimensional one, i.e. for the plane. First of all the steady-
state of the system and the limit cycle amplitude are to be estimated.

In the steady-state the following equation hold:

©®) x,(kT) = x,(k + IT) = ... = x,(NT,) = x,(N + IT}),

(1) xy(kT, + At) = x,(k + 1T, + Atpzg) = ... = x,(NT, + Aty) =
= x,(N + 1T, + Atysq) .

By the union of {#,} and {#,} we obtain a new set

(11) {#}={7}uiz}



with one element

(12)
or a set

(13)

x(NT, + Aty) =

with one element

(14)

(N F1T) =
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1 —gut

{yz}:{gﬁ}U{?z}

e f(en™ — 1) XU

1—e

Then the limit cycle amplitude

(15

= 2N +IT) T — 1)

x,(NT, + Aty) 1 —e o

s independent on the plant-gain and the pulse-height. Drawing in the plane the
lines p, and p, (Fig. 2), the steday-state is geometrically represented by the inter-

Nl

(N +1T))

Py

‘N

|
I
|
I
|
|
I
I
}

e ——
K, UL~ e %)

X(NT, + Aty)  —w= x,(kT, + 41,)
Fig. 2.

section-pomnt N. Graphical computation of the open-loop step response is very
simple and is drawn on Fig. 3. Let us assume the zero initial values. Therefore

in time t =

Aty

xi(Aty) = K U(1 — e™%)

This value is estimated by intersection of the line p, and the axis x,(kT, + At,).
Then in time ¢ = T,

x(T) = K U(1 — emm) gmnili-m)




62 and according to the definition of the set {#?,} this value is represented as the point 1
on the line p,. Applying analogy the following values are computed going on step

by step.
P2
EFIT)
o] = —
K U(l — e rm
Fig. 3. U ¢ ) x, (KT, % A1)

2.2. The plant with one integrator

The plant is described by the transfer function
(16) F(p) = — .

Let us consider the modulator of the type 1. Ommiting again the derivation of the

difference equations, the sets {#,} and {#,} for all states of system are defined.
In time t = kT, + At

(17) {2} = {x,(kT. + A1), xdkT); py, = Uryresgn e(kT) + x,(kTy) =
= x,(kT, + Af).

In time t = k + 17T,

(18) {22} = (i(k + 1), xu(kT, + At)s py = x,(k +1T) =

= x,(kT, + At)).



In the plane are these sets represented by the lines p, and p, (Fig. 4). Graphical
computation of the open loop step response is carried out in the same way as in the
paragraph 2.1.

P2

I

—_—

0 Ut,7, sgn e(kT,) .
x (kT + 41) Fig. 4.

3. Open-loop step response of the second order linear plant

Inspecting the block-diagram on Fig. 5 one observes the term with transfer-

function

(19) - Fi(p) = —1

I+ pT,

in the modulator input. The modulator of the type III is used. Thus the following
equations were derived, when e(kT,) = ¢, = const.:

Fig. 5.

(20) X (KT, + ALY = g Ky(1 — e77%) + x,(kT) ™™,

(21) Xl(k_*'_JTs) — eOKl(I _ e—(l-n)n) + x‘(kTs + Atk) c—(l—u:)n’
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(22) x,(kT, + Aty) = K, [1 - lv——(Tle"”k - Tze""")] e +

T, -T,

K, 1 - _ gt
4 =2 Te ™% — Te %) x (kT) + x kTs et R
X, _—T1 - Tz( 1 2€ ) 1( s) 2( )

(23) xy(k + 1T,) = e” ™2 x, (KT, + Aty)

with these relations

(24) X(NT) = Kyeq
(29) T = x,(NT,) <1,
K,

where x,(NT;). = the steady-state value of the variable x,(f) in the time ¢t = NT,.

From these equations follows the existence of the five-dimensional space. Dividing
it in two subspaces this problem may be solved then in two- or three-dimensional
subspace. Therefore two state vectors are chosen:

xl(k’];)
x,(kT) x,(kTy)
(26) X, = x,(kT, + At) |, X, = (KT, + At) |
xy(k + 1T;) X (k¥ 1T)

Thus two sequence spaces exist.

The state-variables of the state-vector X, are only the discrete values of the output
signal from the term with transfer function (19). Thus the first step of the graphical
computation is the same as that in the paragraph 2.1. The result is the sequence
of the discrete values determining the pulse-width At,, 1, respectively.

Applying the equations (22) and (23), let us define the sets

27 {t}} = {x,(kT, + AL, x,(kT,), x,(kT,); my = x,(kT, + At) =
=a + bx,(kT) + ¢ x,(kT)},
(28)  {#,} = {xolk + 1TY), x,(kT, + At); my = x5(k + 1T) = d x,(kT, + At).

The set of all states is represented by the plane m, and by the line m,. The steady
state of the system is a new set

(29) {71} = {43 U {5}

and is represented by the point in the plane m, and by the point on the line m,.
Figure 6 presents the graphical computation of the open-loop step response
assuming that the response of the term with transfer-function (19) is known.
All states for t = kT, + At, are in the plane m, and for t = k + 1T, on the line.
In the first sampling period we know x,(At,) = a. On the line m, lies a point 4,




with the coordinates xz(Ts) and a. In the time t = T, + At, the state of the system
must be represented by the point in the plane m,. Drawing a line /; parallel with
the axis x,(kT, + At) we can find the intersection-point B, and thus also the value
(T, + At,). In the same way we are going on to obtain the points 4,, B, etc.

G 11)T

P -
g (KT, + A1)

Fig. 6.

Hence the graphical computation is reduced to the basic problem of description
geometry, i.e. to find the intersection-point of a line with a plane.

4. CLOSED-LOOP STEP RESPONSE OF THE FIRST ORDER LINEAR

PLANT
Wo K, T, .
o N el o ool
x,(1)
Fig. 7.

The block-diagram of the system is given in Fig, 7.
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4.1, The plant with one time constant

The behaviour of this system is described by two following nonlinear difference
equations:

(30) xx(kTs + Atk) - xl(kTs) c—n[wo—xl(kTs)[ + KlU{l _ e—n[Wo*n(kT.)]} R

(31) $(EFIT) = (KT, + Agy) e™(Hrommran
The modulator of the type I1I is used.

The pulse-width in the closed-loop
(32) 7, = wo — x,(kT3) .

Hence the three state-variables exist, ie. x,(k + 1Ti), x,(kT,) respectively,
x(KT, + An), wo — x,(kT;), forming’ three-dimensional sequence-space.
Let us define again the sets of all states

(33) {2,} = {x\(kTs + At), xy(kTo), [wo — xo(kTY)]; my = x,(kT, + A1) =
= xl(kTs)e—lx[Wo'xx(kTs] + KlU{l _ e—h[wo’xx(kT-)]} ,

l7l|0
T L m
(EFIT)[ (kT = wo ,
.
ATy = - (areny)
-~ — L
// i
/{/ | [
7 | x,(3T)
® - |
| ! Mo
. my, %, (2T)
Lo
P x(T.)
Lo
| 1
i
P .
o S I
| | % e (I\—J—A :
7 x,(kT, + 41
E 1 S . .
v KU — e .
'
K U1 —e™™)

g
’ wo — x(kT,)

Fig. 8.



(34) {2} = {xi(k + 1), x4(kTs + At); [wo — x1(kT)]; my = x,(k + IT,) =
- x,(kT, + Atk)e-(l—EWovxx(kT.)])u

which are represented as the planes m, and m,.
There are two limit states of the modulator:

7,20 and 7, 21.

In this case the sets {9, } and {#,} are then changed in the lines m,q, m,;, My, My
laying in two parallel planes (Fig. 8). The distance between these planes equals 1.

Gk ”lJ* by (kT =
y My

Ny,

———
X KT+ 41,)

,{'o - x,(kT) Fig. 9.

Let us now consider for the graphical representation (Fig. 8) that in the first
sampling period
%1(Ty) < (wo — 1)
also 7, > 1.
In the second sampling period

(wo — 1) £ x,2T3) < wo .

6
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Therefore T; < 1 and in the time t; = 2T, -+ At; the state of the system is mapped
by a point on the line

Py = 32T, + Aty) = x,(2T) e + K, U(1 — ¢ ™)

laying in the plane m,.
The following discrete state must lie in the plane m,. The mapping point is on the
line
P2 = x%,(3T3) = x,(2T, + At5)e” 70w,

To analyse this first order system means to determine some state from the set {gll}
This procedure is given on Fig. 9. The mapping point for some 7, must be on the
line p, and is determined as the intersection point with the line I,. It is easy to solve
this problem using the front view projection of the lines py, myq, My, Mag, My;.

4.2. The plant with one integrator

Applying the results of the paragraph 2.2 we define the sets of all states
(35) {21} = {xi(kT, + A, [wo — x(kT)], x,(kT); my = x,(kT, + At) =
= x,(kT}) + Ury|[wo — xl(kTs)]l sgn [wo — x,(kT)]} ,

x (K + 1K)T iz

m,

—

/ . (KT, + dn)




(36) {2} = {xi(k + 1T), x,(kT; + A xy(k + 1T) = x,(kT, + At)} . 69

The set {&1} is geometrically represented as the plane going through the origin
and the set {#,} as the line (Fig. 10). For |7, = [[wo — x,(kT;)]| < 1 some state
must be mapped as a point on the line between two lines described by equation

(37) x,(kT, + At) = £7,U + x,(kT,) .

5. CLOSED LOOP STEP RESPONSE OF THE SECOND ORDER LINEAR
PLANT

The plant consists of two terms (Fig. 11) with the transfer-functions

(38) Fl(P) =

_K
1+pT1’

W

Wo K. T Ky T

+{ ¢(0) u(r) x (1) xa(0

o> B S
xa(1)

Fig. 11.

K,

(3) R =

The modulator of type II is applied. The behaviour of the system is described by the
following nonlinear difference equations

(40)  x (KT, + Ay) = K {1 — o707 s 7 4 gmabremxtTaly (k1)

@) xy( F ITy) = e~ WrDrommGTalisng (k7 4 AL)

1
42) x,(kT, + Aty) = {———
() 0t a) = {2

LK KU + xz(kTs) e ~bwo—x2(kTs)]e2 +

[Tie—EW()sz(kT,)]n _ Tve—[wa*x;(kTs)n] 4 1} .

T,

+ K 2 e—[wo—xz(kn)]n o Iwo—x2(kTg) ]2 x kTs s
o ‘ }alkTy)
#3) x(k + 1T) =
T, o e — %o (E
=K 1 e—{1 [wo—x2(kTs)l}71 __ e~ 1-Iwo—xa(kT3)]jr2 ]Ts + At) +
2T1—T2{ }X1(€ k)

+ xp(KT, + At) e~ ~Dro-mal Tl



70 w(kT)

'(\(h T)

7,
Fig. 12.

Masy

KT + dn)f l
]

= (KT

Fowr )

Fig. 13. Puyy = Puso

+Ar)



The inspection of these equations yields that the multidimensional sequence — space

exists. The sets of all states are represented as the hyperplanes. To simplify this

problem we consider that [wo — x,(kT,)] is a parameter. Then we obtain the se-

quence of all discrete values of x,(k7;) using the way described in the paragraph 4.1.
For x,(t) we define the sets of all states

(44) {Vl} = {xz(kTs + Atk)a xl(kTs)s xz(kT;); Wy = -’Cz(kTs + Atk) =
= ax,(kT;) + b x,(kT}) + c},

@5) {w.,}= {xz(m T), %, (kT, + At), x,(kT, + At); w, = x,(k + 1T,) =
= hx,(kT, + At) + g x,(kT, + At).

The values of the factors a, b, ¢, g, h flow from the comparison of the equations (42),

(43) with (44), (45).

The sets {#,} and {#",} are the-unions of planes represented in the three-dimens-
ional space by its top view p,, and front view n,, traces (Fig. 12, 13). The index 0
is valid for ¢, £ 0, the index 1 is valid for 7, = 1.

Applying the rules of description geometry one may obtain the sequence of all
the discrete states. It is the same method as used in the paragraph 3. Its application
is quite easy.

6. CONCLUSION

In this article we have introduced the simple graphical method for the analysis
of the PWMSD systems based on the sequence space approach. It can not be a com-
petition for the digital computer. However, it may be applied for the fast consider-
ation about a convenient modulator, sampling period duration, etc.

251 N (kT 25 1
(kT -

\

0 1 2 25 0 . 2 ——e 5]

——
(kT + Ary

71



T2 7. EXAMPLES
For the illustration of the above described method two examples are solved.

7.1. Open-loop step response of the second order linear plant

Let us consider the block diagram of the system on Fig. 5 with following values:

Ki=5; Ky=5; Ty=1s; T, =2s; T=02s; ¢f)=e, =05,

my

ok + 1T = 0923x,(kT, + 41}
Xo(KT, + A1) = 2 + 0,96x,(kT,)
o KT+ An) = 2+ x,(kT,)

ny, — the top view trace ol the plane m,
m,, — the front view trace of the plane m,

~
-

L
30
—_——

X (KT, + A1)

£ R N,

4‘,7 T
1
=1

L

(kT) Lo

ny,

Fig. 15.



Respecting the relations (6), (24), (25) and the equations (20), (21), (22), (23), 27), (28), after 73
several steps we compute

T, =02; 1,=01; 7 =05

30
20
Xk +1T.)
kT, + At
10
r%
L 3

2
= 1[s] Fig. 16.

On Fig. 14 the first step of the graphical computation is drawn, i.e. the discrete values of x;(kT)
are estimated. On Fig. 15 is the graphical computation of x,(k T + At,), x,(k + 1T,) respectively.
The time-sequence of these discrete values is drawn on Fig. 16.

7.2. Closed-loop step response of the first order linear plant

The first order system is represented by the block diagram on Fig. 7 with Ty = 15, Ty = S5,
K; = 100, wy = 75, U = 1, Thus 7y = 0-2 and the behaviour of the system is described by fol-
lowing difference equations:

%3(KT, + At) = x,(KT)) e 02075 516T) 4 10| _ =0-275 =T}
xl(k + lTs) = xl(kTs + Atk) e ~U-U7S—mGToR0-2

The modulator of type III is applied.
For the first limit state, when [wy — x,(kT)] =< 0 exist the lines

My = xl(kTs + Atk) = xl(kTs) >
g = x,(k + 1T;) = 0-819x,(kT, + At,),



74 : Mg = myy,

x(71T)
x,(107)
x(67) - 4 M m
704 x(07) 7 _ " =
x,(kTy) f ,
f et
ol ' T (6
%,(4T)) j
1
50
A A
1
40
X7 —
30 '
my,, — the front view projection of the line nt,,
myy, — the front view projection of the line m,,
20. |
(T —
D
104
1
10 20 30 40 50 60 70 )

el
X, (KT, + 4t)

Fig. 17.

and for the second one when [wy — x;(kT)} = 1 exist the lines

my; = x,(kT, + At) = 0-819x,(kT;) + 181,

x,(k + 1T) = x(kT, + At).

Il

M2

The lines m,, m,, and the front view projections of the lines m,y, 71, are drawn on Fig. 17
and in other scale in the neighbourhood of the desired value x;(kT,) = wy = 75 on Fig. 18.
One may compute that in the seventh sampling period x,(7T,) = 75-3. Hence dufing the fol-
lowing sampling period the output of the modulator is zero. Thus till in time ¢ = 107, x,(10T,) =
= 74:6 and 7,y = 0-4. Drawing the front view projections of the lines

x, (10T, + Aty) = x,(10T;) e™™"* + 100{l —~ e},

ht

2

P2 = x,(11T) = x,(107, + Ayy) e7™ 7w



80 75

akT) mio = ma,

——
xi(kTs + Ar)

Fig. 18.

80

70

xar)p 60
xikTs + At

----- digital computer

504 graphical computation
40

30

20

Fig. 19. — 1]
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we estimate in the same manner x;(107; + A#;4), x;(11T,) respectively. Going step by step
we compute the step response which is drawn on Fig. 19. For the comparison, on the same figure
the step response computed on digital computer is drawn.

(Received June 29, 1970.)
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VYTAH

yry

Graficka analyza $ifkové modulovanych regulacnich soustav prvniho
a druhého fadu

Sravomir SUVA

V &ldnku je ukdzdna jednoduchd grafickd metoda pro analyzu impulsovych systémi
se §ifkovou modulaci. UZivd se metody prostoru posloupnosti se soustavami prvniho
a druhého Fddu, jeZ jsou popsdny linedrni diferencidlni rovnici. Je analyzovdna jak
uzavfend tak i oteviend smycka.

Ing. Slavomir Siva, CSe., Vyzkumny ustav silnoproudé elektrotechniky (Research Institute
of Electrical Engineering), Béchovice u Prahy.
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