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MARTINGALE METHODS IN DISCRETE STATE RANDOM 
PROCESSES 

PETR MANDL 

ACADEMIA 

PRAHA 



INTRODUCTION 

The article is based on lectures given in the Seminar on the Theory of Random 
Processes at the Faculty of Mathematics and Physics, Charles University. In the 
martingale approach to continuous time random processes with a discrete state spa­
ce the basic notion is that of a rate. Tn general probability theory the rates are en­
countered in the renewal theory as failure rates and in Markov processes where we 
have rates of transition between the states. In Chapter II the mutual densities of pro­
bability distributions are expressed by means of the rates. Using the densities and 
the Bayes formula, the problem of estimating the rate from the observation is dealt 
with in Chapter IV. The control of discrete state random processes consists in chang­
ing the rates. Limit theorems for martingales are employed in Chapter III to examine 
the asymptotic properties of controlled processes. 

Beyond the basic probability theory only general knowledge of the martingales 
and of the stopping times is expected from the reader. For information about the 
literature on the subject, references [4], [5], [6] should be consulted. 

I. OCCURRENCE RATE OF RANDOM EVENTS 

1. Renewal processes 

The classical model of the renewal theory is the following. Imagine a machine and 
a particular component of it which is subject to failure. There is an infinite stock 
of spare components whose life times (operation times) a are mutually independent, 
identically distributed 

P(a ^ t) = F(t), t ^ 0 . 

After failure the component in the machine is instantaneously replaced by a new one. 
The failure times, coinciding with the replacement times, constitute a random se­
quence of points T = {T„, n = 1, 2,...} in the time interval (0, oo). The distribution 

^ 
X2 % 

Fig. 1. 

of the first failure time Tj depends on the age of the machine component in time 0. 
It can therefore be different from F. i is equivalently defined by its counting process 

N, = 1 x k = g t } , t^O. 
n = l 



X is the indicator of the random event in the curly bracket. In words, At, is the number 
of replacements made until time t. 

Assume that F has probability density/, and define the failure rate of a component 
of age r = 0 to be 

q(t) = f(t)jF(t) , where F(t) = 1 - F(t) = f"/(-) ds . 

It holds then 

P(a e (t,t + A) | a > t) = q(t)A + o(A) as A -*• 0+ , 

provided that q is right continuous. 

Returning to the renewal process T, let us denote by Q = {Q„ t = 0} the evolution 

Fig. 2. 

of the failure rate in time (Fig. 2). Define Xt to be the age of the component in opera­
tion at time t, 

X, = t, 0 = f = T. , Xt = t - r n , zn<t = T „ + 1 , n = l , 2 , . . . 

Let X+ = {Xt, t = 0} be the right continuous version of X = {X„ t=0). Since 
the failure rate depends solely on the age of the component, we have 

Qt = q(Xt), , = 0. 

Random function Q has the property that the probability of failure in time interval 
(t, t + A) is QtA + o(A) as _ -» 0 + . We shall call Q a failure rate as well. The 
mentioned probability is conditioned on the entire past of the process. At time t 
this is the collection of the events defined on At., s = t, in symbols, 

3Ft = aa(Ns, 0 = s = t) . 



Example 1. Let /(?) = q e '", t >. 0. Then N is a Poisson process, q(t) = g, 
/ ^ 0. Define 

Mt = Nt- qt, t > 0 . 

M = {M„ f j> 0} is a martingale with respect to & = {#"„ t ^ 0}. Namely, for 
0 g s g f, 

E{M, | J%} = E{(N, - 7VS) - q(t - s) j $FS) + Ms = Ms. Q 

Let us generalize Example 1. Consider a renewal process with life time density 
/ ( / ) . We shall show that 

Mt = Nt - \ Qudu, t ^ O , 

is a martingale. This amounts to verifying 

(1) E{iV, - Ns | $?t) = E | j Qu d« | &\ , 0 < s < t. 

Let / be the age of the component in operation at time s. The replacement times after 
s form a renewal process with initial density 

Ut) =f(t +1)1(1-F(l)). 

Thus to establish (l) it suffices to prove 

(2) ENt = E f Qu dw , t >: 0 , 

for arbitrary initial density L(t). Applying the Laplace-Stieltjes transform to (2) 
we get 

e'P'dEN, = | e -P 'dEl Qudu , p>0, 

(3) E e-^dAT, = E e-<"Qtdt. 

We have on one hand 

*(fi) E fY"dJV, = E f > - - = f i f ^ ) ^ / ) " " 1 = -
Jo «=i »-i 1 - -?(/) 

where i? means the Laplace transform. On the other hand, 

E ( Y p t Qtdt = Err'e-"s
?1(s)ds + | e - p t " pY*'-*"* «(s - -„) ds~| = 



e " " qt(s) dsft(t) dt + X i?( ji) ^ ( j ) " " 1 e~' s 9(5) dsf(t) dt = 
0J0 " - 1 J0J0 

= Jř( I.) + X JS?(/.) Jă?(/)" = -У(Л) 
1 - JS?(/) 

Hence, (3) holds. 

Renewal process with preventive replacements. Assume that in the renewal process 
besides the replacements after the failure of the component preventive replacements 
are made according to a certain rule. Most simple is the age replacement. An x > 0 
is given. Whenever the operation time of the component reaches x, it is replaced 
by a new one (Fig. 3). 

Fig. 3. 

The replacement rule can be rather arbitrary. It has to employ only the information 
about the past of the process (nonanticipativity), and must not imply an infinite 
number of replacements in finite time. We denote by N = {N„ t ^ 0} the counting 
process of the failures. Note that the times of preventive replacements can be re­
constructed from AT and from the replacement rule. 

For any admissible replacement rule the failure rate satisfies 

6, = ^ ) . ' ^ . 

M, = N,- \ Quáu, ř ž O , 

Further, 

is a martingale with respect to &. This can be seen heuristically as follows. Take u ^ 0. 
There are no preventive replacements in (u, u + A), if A is sufficiently small. Hence, 

P(NU+A - Nu £-1 I &m) = q(Xf) A + o(A) , 

P(NU+A - Nu ^2\3FU)= !"F(A - y)f(X+
u + y) F{X*yl dy = o(A) 

as A -> 0 + . Thus, 

£{NU+A - Nu I ^u} = q(X+
u) A + o(A). 



'u + A -) 

q(X+) ds I J \ t = í(Xu
+) /l + o(A). 

Further, 

E 

We conclude that 
E{M„ + J - M„ J j g = o(zl). 

Let 0 = s < t. Set A = (/ - s)/«. It holds 

E{M, - Ms | ^ s } = £ E{MS + ((C+1„ - Ms + t J | ^ s } = 
k = 0 

= E{£E{M s + ( f e + 1 ) J - M s + M | ̂ S + M } | ̂ s } = 
k 

= E{Zo(A)\^}^0, 
k 

as n -> oo. This yields the martingale property of M. 

Let us observe that TV as a nondecreasing process is a submartingale, and that 

Nt = M, + 0„ du , f ^ 0 , 

is its Doob-Meyer decomposition. The process 

A,= \ Qudu, t = 0, 

is called the compensator of N. 

2. Markov processes 

The probability distribution of a Markov process X = {X„ t = 0} with finite 
state space J is specified by the initial distribution P(X0 = i), i e / , and by the transi­
tion rates q(i,j, t) which, for i 4= j , are related to the transition probabilities by the 
formula 

P(Xt+A =j\Xt = i) = q(i,j, t)A + o(A), A -* 0 + . 

We set 

(4) -Vq(i,j,t) = q(i,i,t), iel. 
j * i 

We imagine process X defined on the set Q of all paths (trajectories) a>(t), t = 0, 
with values in I, piecewise constant and right continuous. We let Xt(co) = a>(t), 
(canonical representation of X). X generates a nondecreasing family of a-algebras 

#", = ffa(Zs, s =l), t = 0. 

The basic cr-algebra on Q is 3F^ — V-^V 



Take any state iel, and consider the process x{Xt = i), t ^ 0. A martingale 
is obtained by subtracting from x{Xt = i} the integral of the transition rate, 

lM, = x{Xt = i] - f q(Xs, i, s) ds , t = 0 . 

An intuitive verification that 'M is a martingale is the following. The relations 

q(Xu, i, u) A + o(A) , X„*i, 

*{x{xu+A = /} - x{xu = 0 | ̂ „} = / 
X -X.7(i,j,«)/1 + o(.d),Xu = i, 

j * i 

imply with regard to (4) 

E{'MH+J - 'M„ | #"„} = o(J), J -> 0+ . 

In § 1 we saw that this implies the martingale property. 

Proposition 1. X on (Q, 3Fre, P) is a Markov process with piecewise continuous 
transition rates q(i,j, t), i,j el, t £; 0, if and only if *M, i eJ, are martingales with 
respect to #'. 

Proof. Let X be a Markov process with transition rates q(i, j , t). Denote p(i, j ; s, t) 
its transition probabilities. Then for 0 ^ s ^ ( 

E{'M, - 'Ms | .*-",} = E h{Xt = i) - x{Xs = i] - I o(Z„, i, «) du j #"1 = 

= p(X„ i; s, t) - X{XS = <} - P £ p(Zs, *; s, «) o(/c, i, u) d« = 

= p(X., i; s, r) - p(Zs, i; s, s) - j — p(Xs, i; s, w) du = 0 

Js
 du 

by the forward system of Kolmogorov differential equations. 

Let 'M, i e /, be martingales. Then for 0 f± s S t 
0 = E{''M( - 'Ms I &t] = P(Xt = i I &s) - x{Xs = .'} -

- ľ £ P(X„ = /c | ^ І ) o(/c, i, и) dи . 

This means for fixed s and variable t 

(5) | P(X, = . | JF.) = I P(X, = fc | #,) o(/c, i, t), 
dt k 

p(xs = i | &s) = *{;YS = i} , ('6/ . 



On [Xs = /'} (5) is the forward system of differential equations for p(j, i; s, t). We 

conclude that 

P(Xt= i\^s) = p(Xs,i;s,t), 0 < j s ^ t , i e l . 

Thus, X is Markovian with transition rates q(i, j , t). • 

The martingale characterization of the probability distribution is suitable for 

controlled Markov processes. Before considering them let us give an example. 

Example 2. Customers of two types 1, 2 arrive at a single server system. The arrival 

times of the customers of type i = 1, 2, form a Poisson process with rate qh their 

service times are exponentially distributed with mean l/r;, and the server gains the 

amount at > 0 per unit time of the service. The customer is lost, if the server is not 

free at his arrival. It is therefore undesirable to have the server blocked by the custo­

mers yielding little gain. It is to be decided, whether to accept both types of customers, 

or to reject the customers of one type always or in a part of the time period in con­

sideration. 

The state of the system at time t is 

0 . . . the server is idle, 

Xt = -— 1 . . . the server serves a customer of type 1, 

2 . . . the server serves a customer of type 2. 

There are three possible decisions: z = 0 not to reject any customer, z = 1 reject 

the customers of type 1, z = 2 reject the customers of type 2. Since at > 0, i = 1, 2, 

the rejection of both types of customers is not advantageous. The decisions are 

efficient only when X, = 0. The matrix of transition rates is 

Ѓ-Gь + q2), qi, Яi) z = 0 

0 - q2, o, q2 
z = 1 

- qi <?i, 0 z = 2 

1 ru 
-rt, 0 

2 l rr, o, ~r2) • 
The dynamics of a controlled Markov process with state space / is defined by the 

transition rates 

q(i,j;z), ijel, 

depending on a control parameter z e J. Let J be a compact set, and let q be conti­

nuous in z. We limit ourselves to the time-homogeneous, case. The initial distribution 

P(X0 = i) = pt, i e I, is assumed to be fixed. 

The control parameter at time i is chosen on the basis of the observation until time t, 

i.e. on the basis of the events from 2P\. A control is a random function Z = {Z„ 



f St 0} on (Q, 2F J) with values in J, left-continuous and such that Z, is ^-measur­
able for t 2: 0. Closed loop controls 

(6) z, = z(x;), tzo, 

are called stationary or homogeneous Markovian controls. In (6) z(i) is a mapping 

from 1 into J, {XJ, t S: 0} is the left-continuous version of X. 

With any control Z we want to associate a probability measure Pz on (Q, ^x), 
being the probability distribution of X under the control Z. Recall that we have the 
canonical representation of X. Thus, Pz is a measure on the set of trajectories. If (6) 
holds, we define Pz so that X is a Markov process with transition rates q(i,j; z(i)), 
i, j e I. From Proposition 1 follows that then 

(7). 'M, = xЏt = 0 - I 4(X, ''; zs) ds, í ž O , ř є / , 

are martingales with respect to # . The extension to general controls is evident. 

The probability distribution of the controlled process X under the control Z 
is the probability measure Pz on (Q, J "^) such that 'M, i e I, defined by (7) are 
martingales with respect to &, and PZ(X0 = i) = ph i e I. 

The existence and the unicity of Pz will be established in § 7. 

3. The rate of a point process 

A point process is a random sequence of points T = {T„, n = 1, 2, ...} in the time 
interval (0, co] satisfying the following conditions: 

1. T, > 0 , lim T„ = oo . 

2. T„ < T „ + 1 whenever T„ < oo. 

In addition, we shall assume 

3. The counting process 

N, = £ Z{T„ < «} , » >, 0 , 
n = l 

has finite expectation, i.e. EAr
f < oo, t = 0. In applications the point processes are 

constituted by the occurrences of a repetitive random event (earthquakes, vehicles 
passing a point etc.). 

First we shall consider the point process alone, isolated from other events. Only 
the the random sequence x or, which is the same, the counting process N is observed. 
The increase of the field of events in time represents the nondecreasing family of 
<T-algebras 

* * = aa(Ns, s^t), t ^ 0 . 

10 



The trajectory of x is a nondecreasing sequence of numbers a) = {s1; s2,...}, positive 
or oo, with the properties: 

1. lim s„ = oo . 2. s„ < s„+l whenever s„ < oo . 

Let Q denote the set of all such sequences. We take (Q, J 5 ^ ) for the basic space with 
T„(CO) = s„, n = 1, 2, . . . . 

The probability distribution of T is defined by means of conditional distribution 
functions 

Fi(t) = P(x1^t), 

(8) F„(t;tu...,t„.i) = P(x„^ t\xt = . 1 , . . . , T „ _ 1 = .„_/) , 

0 < fj < t2 < ... < („_j < oo . 

Obviously, E„(f„_ j ; tu ..., t„.i) = Ofor/,,-! < oo. We shall assume that conditional 
distributions (8) have densities f„(t; tu ..., t„_1), n = 1, 2, .... Then the rate of the 
point process can be constructed analogously to the rate of a renewal process. To the 
failure rate q(i) = f(t)j\f f(s)ds correspond the conditional rates 

q„(t,tu...,ta-l)=f„(t; .!,...,.*,_!)/ /,(_. 

In fact, 
P(x„e(t, t + A)\ Tj = tu .... T„_j = f„_!,T„ < t) = 

_ fCO 

f„ ds/ f„ ds = gB(_; f,, ..., t„_x) A + o(d), A -* 0 + . 

As in § 1, the evolution of the rate in time is of interest (Fig. 4). The occurrence rate 

ClnltłT, т-..) 

Іlft) 
чftíT,: 

ч 1 

Fig. 4. 

of the n-th event is x{xn > t} q„(t; xu ..., x„_l). Hence, 

Q, = _>{*„> .} _ , ( . ; T 1 , . . . , T 1 , - 1 ) , . £ 0 . 

77 



The compensator is the integral of the rate, 
ft 00 « A I » 

A, = _« du = Y, qn(u;T1,...,Tn„1)du, / ^ 0 . 
Jo " = 1 J o 

/ A T„ means min (/, T„). 

Proposition 2. Mt = N, - At, t S. 0, is a martingale with respect to &*. 

Proof. Let 0 ^ s < /. We demonstrate 

£{N, - N\ - (A, - __,) [ J*f } = 0 , 
or 

E {£(*{' < T" = ') " ^^ du) *?} = ° • 
Thus, it suffices to prove for n arbitrary 

(9) P(s < T„ < 11 &?) = E | f A \ du I #-fl . 

Specifying the observation up to time s to be 

Tj = tu ...,rk = tk _=_ s , 
we rewrite (9) as 

(10) P(s < T„ <t\t1 = tu . . . , T4 = /*, t f e + 1 > s) = 

= E J , a„d_ I T , = tu ..., Tk = /„,Tfc+1 > si . 

For A: j__ n both sides of (10) equal 0. For k < n (10) follows, if we prove 

(11) P(S <T„ < / | T J = I, t t - f„,.-.,Tn_j = /„_;) = 

= E j «2„ d« [ TX = tu...,Tk = / „ ..., T„_i = /„_,] 

for arbitrary tK + 1 < ... < t„_u The right-hand side of (11) equals 

(12) n\„ duf„ dv + P tj. dw f 7- dj • 

Integrating the first term by parts we transform (12) into §'sf„ dy equal to the left-hand 
side of (11). • 

The formula for A can be generalized to include the case when the conditional 
distributions are not absolutely continuous. Namely, 

_4,_.-g p dF.(-;T.,...,T.-Q_> t^Q 
« = i j 0 1 - F B ( „ - ; T „ . . . , T„_ , ) 

/_ 



The proof that N, - A„ t § 0, is a martingale proceeds as above. It involves partial 
integration of Stieltjes integrals. 

In the preceding the point process was investigated separately, the rate was related 
to the family of c-algebras ^N. Compensator A is therefore called the minimal 
compensator ofN. Let us turn to the general situation. 

Let (Q, si, P) be a probability space equipped with a nondecreasing family of 
cr-algebras SF = {3Ft, t ^ 0}. A point process on (Q, s/, P) is a sequence T = {T„, 
n = 1, 2, ...} of stopping times with respect to 3F having Properties 1, 2, 3 stated 
at the beginning of this section. Recall that by definition T is a stopping time with 
tespect to #" if {T g t] s 3Ft, t ^ 0. Hence, 

Nt = fz{T„^t} 
n=l 

is ^(-measurable for t ^ 0. A right or left-continuous process with this property 
is called nonanticipative (with respect to #"). Thus, the counting process N is non-
anticipative, and !F* <= J*,, t S> 0. T defines N and vice versa. We may call N a point 
process as well. 

Example 3. Let W={Wt,fZ 0], W0 = 0, be a Wiener process, E(dWt)
2 = df. 

PYgenerates a nondecreasing family of c-algebras !FW = 3F. Let x = {T„, n = 1,2,...} 

Fig. 5. 

be the sequence of the first times at which Whas reached the levels 1,2,... (see Fig. 5). 
In symbols, 

T„ = inf{t :Wt = n}, n = 1,2, ... 

T isolated is a renewal process with 

P ( T „ + 1 - T „ ^ t ) = 2 ( l - 4 > ^ = F ( 0 , 

13 



where 

F has density 

/ W - - ^ - ' - / a e " 1 / w . 
V(2t) 

The rate of T with respect to J*"N is obtained from the formulae of § 1. 
Consider now the rate Q of T with respect of !FW. Take t ^ 0, and assume known 

the trajectory Ws, s <.t. Let w levels be passed before time t, i.e. xx < t2 < ... < xn < 
< t, and let W, = x < n + 1. Then 

P(r„ + l 6 ( M + A)\Ws,s< t) = 2(^1 - < £ ( " + ^ ~ X ) ) ^ 

< / * , ^ e x p l - ^ t l ^ ^ U ^ ) , Z . - . 0 + . 

We see that for each / not coinciding with any T„ holds Q, = 0. In points T„ <2 should 
be the Dirac function. Consequently, 

(13) Qr = fjXt - t„), r ^ O . 
n = l 

The integral of the rate is 

With respect to 2PW process JV is its own compensator. ~~ 

A point process having the rate (13) will be called predictable (with respect to the 
family J* in consideration). 

Example 4. Let us now present the construction of a point process, which with 
respect to !FN is the Poisson process with rate q, and which is predictable with 
respect to $FW. Take a0 = xx from Example 3 having distribution function Fit). 
Hence, 

a* = - - log E(<r0), 
f: •• 

with F(t) = 1 — E(i) has exponential distribution with density q e~qt. It holds 

o0 = F-\e-*-') 
or, from the definition of a0, 

a* = inf{«: FT--i (,., t ) = 1} . 

cr* is not a stopping time with respect to 2FW because F~1(e-qt) ^ t, t ^ 0, is not 

14 



true. To improve this, we shall employ a property of stochastic integrals. Namely, 

h(s)dWs = irr, ,t>0, 
Jo J > > 2 d * « " 

where W is also a Wiener process. Choose h(t) so that 

f'h(s)2 ds = F-He-"'), i.e. h(t) = f l 6 - - ^ — Y * . 
J o u { } u {/(F-^-nv 

Then 

a* = inf J. : | h(s)dWs = l l = inf {t : lTP-1 ( ._„ t ) = 1} 

is a stopping time with respect to J ^ having exponential distribution with mean ijq. 

Repeating the construction from a* onwards we get a*, further a*, a*, ..., mutually 

independent. Consequently, 

T* = ao + ••• + CT*-i. n = l , 2 , . . . , 

is a Poisson process with rate q. The argument presented in Example 3 shows that 
T* is predictable with respect to 2FW. • 

Predictable processes are an extreme case. Let us therefore illustrate the dependence 
of the rate on the family & on two further examples. 

Example 5. As in § 2, let X = {X„ t >. 0} be a Markov process with finite state 
space / and transition rates q(i,j, t), t >, 0. Choose a state i, and observe the times 
at which the trajectory jumps into i. The times form a point process T = {T„, n = 
= 1, 2, . . . } . Denote by TV = {N„ t >, 0} the counting process of T. The rate of T 
with respect to the family J5"* associated with the observation of the entire trajectory 
of X is 

(14) Qt = (1 - X{Xt = i}) q(X„ i,t), t^O. 

(14) is intuitively evident. When Xt = i, the rate vanishes, when X, + i, Qt equals 
to the rate of the jump into state ;'. We refer to § 7 for a more elaborate argument. 

Let us find Q = {Q„ t >, 0}, the rate of T with respect to ^N whose integral is the 
minimal compensator. Take f >. 0. It holds 

P(Nt+d -Nt>0\ &*) = E{P(Nt+A - Nt > 0 | _Ff)| # 7 } = 

= ^ P(X, = j | #T) . P(Nt+A -Nt>0\Xt=j) = 
j 

= X P(Xt = j | # ? ) q(j, i, t)A + o(A) = E{Q, | &»} A + o(A) 
j * i 

as A -* 0 + . We arrived at the relation 

(15) Q, = £{Qt\^
N}, t = o. 

15 



The general validity of (15) will be verified in the sequel. 

Let us show, how the aposteriori probabilities P(A', = ;' I J^f) are calculated. 
For the sake of denotational simplicity set T0 = 0, P(X0 = / ) = ! . Let T„ S t < 
< T„+ ,. The observation of T until time / thus says that XXn = i and that there are no 

jumps into i during (T„, t\. The Markovian character of A implies that 

(16) P(Xt = j | *») = iP(i, j ; T„, t)H iP(i, k; T„, t), 
k 

where iP(i,j;s,t) are transition probabilities with exclusion of jumps into state i. 
They fulfil the system of differential equations 

(17) - iP(i, i; s, t) = iP(i, i; s, t) q(i, i,t), 
ot 

~ iP(i, j ; s, t) = £ iP(i, k;s,t) q(k, j,t), j * i., t ^ s , 
ot k 

,p(i, i; s, s) = 1, ip(i,j;s,s) = 0 , j + i . D 

Example 6. The queuing model M/M/l/1 provides a special case of the preceding 
situation. Let q be the rate of the incoming Poisson stream of customers, and let r 
be the service completion rate, r 4= q. Let Xt = 0, 1 be the number of customers 
in service at time t. Assume X0 = 0. Consider the outgoing stream of customers 
T = {T„, n = 1, 2,. . .} identical with the moments of jumps into state 0. 

The rate of T with respect to fFx is 

Qt = rX,, t = 0. 

Equations (17) have the form 

| op(0, 0; s,t)= - oP(0, 0; s, t) q , 
8t 

- oP(0, i;s,t) = oP(0, 0; s, t) q - op(0, 1; s, t) r . 
ot 

Solving them and using (16) we get the rate of t with respect to !FN, 

Q, . E{Qr | ^ = /-P(Z, = 1 | 3FN) = 

= r^e- '* ' - 1" ' - e - ^ - ^ / f a e - * ' - * " ' - r e " ' " - 1 " ' ) . 

T„ is the last departure time of a customer not exceeding t. Q 

We pass now to the proof of (15) in the general situation. First we have to deal 
with the unicity of the rate or of the compensator of a point process. Let (Q, sf, P) 
be the underlying probability space with a nondecreasing family of <r-algebras 
& = {#•„ t = 0}. 
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Lemma 1. Let Y = {Yt, t ^ 0}, Y0 = 0, be a martingale with respect to ^ whose 
trajectories are continuous and have finite variation on finite intervals. Then, with 
probability 1, Y, = 0, t = 0. 

Let us present only the main ideas of the proof. Assume Ey2 < oo, i = 0. yhas 
orthogonal increments. Namely, for s < t < u < v, 

(18) E(Y - Ya) (Y, - Y.) = EE{Y, - Y, | ^„} (y t - Ys) = 0 . 

Take f > 0, n positive integer. In virtue of (18), 

Eyt
2 = E(Z(Y,«+1Vn - Ytkln)f = ZZ(YHk+1)ln - Y,k!nf < 

fc = 0 k 

< E(max | Y,0 + 1)/„ - Ytj/n | X|^(ft+»/» - -ft/-|) • 

In the last bracket the first term tends to 0 as n -> co by the continuity of the trajec­
tories while the second term stays bounded. This yields Ey2 = 0, t ^ 0, from which, 
taking the continuity of yinto account, we get the assertion. • 

Proposition 3. Let JV = {Ar
t, t = 0} be a point process possessing compensators 

A = {At, t = 0}, A' = {A;, t = 0} with continuous trajectories. Then A and A' 
are indistinguishable, i.e. their trajectories coincide with probability 1. 

Proof. The difference 

At - A; = (Nt - A;) - (N, - A,) = M ; - M, , t = o, 

is a martingale fulfilling the hypotheses of Lemma 1. Consequently, with probability 
i, At = A;, t = 0. • 

Recall that the rate of point process N with respect to SF is a nonnegative random 
function Q = {Q„ t = 0} such that 2 t is ^(-measurable for t = 0, and 

Af, = JV. - f Q, d s , . ^ 0 , -Í. 
is a martingale with respect to !F. The first property is evident, since Qt comes from 
conditional probabilities with respect to 2Ft. Proposition 3 implies that Qt(a>) is 
defined uniquely up to a (r, o>)-set of dt x dP-measure 0. 

Next proposition includes (15). 

Proposition 4. Let a point process N have the rate Q with respect to &. Let J5-* 
be another nondecreasing family of tr-algebras satisfying 

#•, _ &* _ &» , t = 0. 

Assume 

e? = E{e,|J*?}, t_o, 

27 



where Q* has right (left)-continuous trajectories. Then Q* is the rate of N with 
respect to #"*. 

Proof. We have to prove that 

Í? = ЛГ. - Г S* Mf = JV. - Q* d s , f ^ 0 , 

is a martingale with respect to J5"*. In fact for 0 g s < t 

E{M? - Ms* I f*} = E{Mt - Ms | ^s*} + E J f ( Q , - g*) dw | ^ s * i < 

= j"E{E{g„ - Q* | jy*} | jr*} dw = 0 . D 

Point processes recording the occurrence of several random events are called 
labelled point processes. They are double sequences TA = {(T„, A„), n = 1,2...}. 
T„ is the n-th time at which an event occurred, and Xn is the label stating the kind 
of the event. The set of admissible labels will be denoted by J. As example take 
vehicles passing a point classified as cars, trucks, and motorcycles. 

If I is finite, I = ( l , 2,..., m}, then the labelled point process is adequately 
represented by an m-dimensional counting process 

Nt = (1JV„ 2Nt, ...,mNt), t = 0, 

where 

w, = £Z{T„ = t , ;.„ = / } , t = o , 
n=l 

is the counting process of events with label i. 

4. Point processes with deterministic rate 

Let x = {T„, n = 1, 2,...} or N — {N„ t = 0} be a point process with respect 
to family SF = {J5-,, t 3; 0} defined on a probability space (Q, s4, P). A nonnegative 
locally integrable function q(t), t >= 0, is a deterministic rate of JV if 

M, = N, - j q(s)ds, t > 0 , 

is a martingale with respect to # . The compensator of N is then a(t) = «j(s) ds, 

Let us give an example. 

Example 7. N is a Poisson process with respect to J* with variable rate q(t), t = 0, 
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if for 0 _ s < t the increments JV, — Ns are independent of (the events from) i^., 
and have Poisson distribution with mean a(t) - a(s). In symbols, 

(19) P(N, - Ns = k | J%) = ^ ~ ^ e-W')-»(s),, fc _• o, 1 , . . . 

The characteristic function of the probability distribution (19) is 

(20) E{eiu(A,'-A,') | j r 1 _ e x p {(e>« _ i) („(,) _ fl(s))} , u 6 ( - oo, oo). D 

Next we show that Example 7 embraces all point processes with deterministic rate. 

Proposition 5. Let N have rate q(t), t _ 0. Then JV is a Poisson process with respect 
to #". 

Proof. We shall establish (20) for 0 _ s < t. Simple transformations give 

eiu(jv,-jv.) _ j _ y (ei«<iv_-iv,) _ eiu(jvI--Ns)\ _ 
S < z _ « 

= £ e i t t ( ^- - y s ) (eiu - 1)(JVZ - JVZ_) = (eiu - 1) fe"**-—*-> dNz = 

= (eiu - 1) f e i u ( ^ - - ^ d ( J V z - a(z)) + (eiu - l) ( V * - - * ' ) , ( - ) dz . 

Assume s fixed, f variable. The before last term being the integral of a bounded 
left-continuous nonanticipative random function with respect to a martingale is 
itself a martingale. Applying conditional expectation we obtain 

(21) E{eiu(A'«-Ay | j g = 1 + (eiu - 1) f E{eW**-*«> | ^S) q(z) dz , t_s. 

(21) has unique solution 

E{ew».-».) I ^ } _ exp { ( e i , _ 1} (fl(f) _ fl(s))}. 

Hence, (20) is valid. D 
Assume a(t) strictly increasing, a(oo) = oo. Let a(t) be its inverse function, 

a(a(t)) - t, t _ 0 . 

Then, as it is readily seen, "JV = {Ar
ff((), t _ 0} is a Poisson process with respect to 

"J^ = {$FgW, t _ 0} having constant rate 1. This is true also for processes with 
a nondeterministic rate. Before presenting this result due to S. Watanabe, we recall 
some facts about martingales and stopping times. 

Let a be a stopping time with respect to J5". In the usual interpretation #", is the 
o--algebra of random events up to time t. Similarly, J5- includes the events up to 
time a. Its definition is 

F„ = {A e si : A n {a _ t) e &,, t _ 0} . 
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In words, whenever a <. t, then at time t it is known whether event A took place 
or not. Inequality a <. a' between stopping times implies ZFa c &c,. 

Lemma 2. Let Y = { Yt, t > 0} be a nonanticipative right (left)-continuous random 
function, a a stopping time, a < oo.Then Ya is an ^-measurable random variable. 

Lemma 3. (Extension of the martingale property.) Let Y be a right-continuous 
martingale with respect to 3F. Let a, a' be stopping times satisfying a < a' <, T < co 
where Tis a constant. Then 

(22) E{Yff, |#V} = Yc. 

Lemma 4. Let Y be as in Lemma 3. Let there exist a random variable r\ such that 
|Yt| <. jf, t >. 0, Et] < co. Then (22) holds for arbitrary stopping times a < a'. 

Corollary. Let Y be as in Lemma 3. Then {YffAt, t >- 0} is a martingale with re­
spect to J5". 

Proof. For 0 <, s < t, using Lemmas 2, 3, 

HYaAt\^s} = E{X{<7 g s) YffAS | ,FS} + 

+ E{*{<7 > s} Ymax(fA,,s) | J*,} = X{a < s} YaAS + 

+ x{<?>s}Ys= YaAS. D 

Proposition 6. Let the point process N = {N„ t > 0} have a continuous strictly 
increasing compensator A = {A„ t > 0} satisfying lim A, = co. Define {ff(f), t > 0} 

t->0O 

by the relation 

Aa(t) = t, t > 0 . 

Then "iV = {Na(t), t > 0} is a Poisson process with respect to "J5" = {3F c(t), t > 0} 
having rate 1. 

Proof. By the definition of a compensator 

Mt = Nt- At, t > 0 , 

is a martingale. For each t, a(t) is a stopping time, since 

{a(t) = s} = {As > t} e &s, s > 0. 

According to Lemma 2, Na(t) is Jr
1T(r)-measurable, f > 0. We conclude that "N 

is a point process with respect to "!f. Let us verify EiVff(() < co. From Lemma 3 
follows for arbitrary T < co 

£(Na(t)AT-Aa(t)AT)= EMff(l)A7. = 0 . 

Hence, 

ENa(t)AT
 = E ^!7( t )Ar • 
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Letting T -> co we get 

ENa(t) = EAa{t) = / . 

With regard to Proposition 5 we have to show that Na{t) — t, t _ 0, is a martingale 
with respect to <r#". This amounts to verifying 

£{Na(t) - NaU) - ( t - s) | *•„.,,} = 0 , 0 = s < t. 

Let t be fixed. By the corollary, 

(23) M„ ( ( )AU , u = 0 , 

is a martingale with respect to ^ . Moreover, 

K ( ( ) A „ | = Nff(I)AU + Aff(()A„ ^ No ,0 + A.(r), u = 0 . 

Thus, martingale (23) has an integrable majorant. Applying Lemma 4 to the stopping 
times a(s), a(t) we get 

-{Ma ( ( ) A ( K 0 | iFff(s)} = Ma(()Atr(s) = Mff(s). 

Consequently, 

0 = E{Ma(t) - Ma(s) | #-ff(s)} = E{A'a(t) - iVff(s) - (Aff(t) - A„(s)) \ ^ f f ( s )} = 

= E{N<t) - N<s) -(t-s)\ tFais)} . 0 

As consequence of Proposition 6 we can write 

(24) N, = J/At, t = 0 , A, = | Os ds , 

where ./V = {^„ f = 0} is a Poisson process with unit rate. In fact the hypothesis 
Ax = co can be dropped. 

Example 8. Let the point process N have on [0, T] a rate satisfying Qt = q, 
t e [0, T], where q is a constant. It is intuitively evident that NT will be stochastically 
smaller than the corresponding quantity in a Poisson process with rate q. More 
explicitly, for any nondecreasing function h(k), k — 0, 1, 2, ..., holds 

Eh(NT)^ih(k)^e^. 
k = o fc! 

The proof follows from (24) and from the inequality 

h(NT) = h(jrAr) s h(JTaT) 

implied by A7. = qT. D 

Example 9. A Poisson process Jf with unit rate fulfils the law of the iterated 
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logarithm 

(25) Urn + Jr*~ *— = 1 a.s. 

A.s. means almost surely. Since Jf has independent increments, (25) is a consequence 
of the classical result for mutually independent random variables. Let JV be a point 

process satisfying Am = Qsds = oc. From (24), (25) follows 

lim + —Jh—±! = l a.s. Q 
.-»« ^/(2At log log At) 

II. PROBABILITY DENSITIES 

5. Densities of point processes 

Consider a renewal process T = {T„, n = 1,2,. . .}, Tj = c0 , Tn ~ Tn-i = ° » - I J 
n = 2, 3 , . . . . Let the probability density of the mutually independent random 
variables <x„ be f(t, a) where a is unknown parameter. Let us wish to estimate the 
parameter from the observation of T during the time interval [0, T] by the maximum 
likelihood method. Let the observed points be 

t% = S_,T2 = s2,...,-k = sk. 

To get the likelihood function evaluate the probability 

P(T . e (s1; Sj + dsj) , T2 e (s2, s2 + ds2), ...,Tke (sk, sk + dsk)) = 

= f(su a) ds. / ( s 2 - s1; a) ds2 . . . f(sk - sft_l3 a) dsfc. 

Moreover, the observation says that xk+1 - xk> T - sk. This event has probability 

P(rk+1-rk> T-sk)=( f(z,a)dz. 
Jr-s f c 

Consequently, the likelihood function corresponding to the observation is 

/(*"_> A ) / ( - 2 - «i. a)...f(sk - s&_!, a) / ( z , a )dz . 
Jr-_fc 

Likelihood function is probability density (Radon-Nikodym derivative) with 
respect to a basic measure. In this section we shall investigate the densities of point 
processes in detail. First we shall deal with the situation, when besides of the realiza­
tion of T on [0, T], T < oo, no other random events are taken into account. 
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As in § 3, let the probability distribution of . be defined by the conditional densities 

/_(/) = j - P ( T X < t), f„(t; r_, ..., f„_.) = 1 R(t„ <_ . | T_ = tu ..., T„__ = 
d/ at 

= .„__), n = 2,3, . . . . 

The records of the observation of r during [0, T] are sequences 

co = ( s j , s 2 , . . . , s_) 

satisfying 0 < s_ < s 2 < ... < sk __ T, and the void sequence co = 0. Denote their 

totality by _. r. Further, set 

Xj(co) = s_ , _ __ Nr(co) = k . 

We have 

P(!VT = 0) = I /_(z) dz , - , - J 
and for fc = 1, 2,. . . 

(26) P(NT = fc , т_ є (s_, S l + d s j , . . . , тfc є (s_, sfc + ds_)) = 

= j1(s1)ds1j2(s2;s1)ds2 ...fk(sk; s_, ..., s„_j) ds_ / f c + 1 (z; s 1 ; . . . , sfc) dz . 

lal rates were defined as 

^;/ 1 , . . . ,/„_ 1 )=/„( f ;/ ) , . . . , /„_ 1 ) / f7„dz . 

In § 3 conditional rates were defined as 

Hence, 

/„ dz = exp ) - I _„ dz\ , /„ = _„exp 1 - I _„ dzj. . 

(26) can therefore be rewritten as 

(27) P(NT = fc , r_ 6 (s 1 ; s_ + ds.), . . . , rfc 6 (sfc, sfc + dsfc)) = 

ds->... = _ 1 ( s 1 ) e x p J - c 2 1 d z l d s i g 2 ( s 2 ; s i ) e x p | - q2dzi 

... _fc(sfc;s_, ..., sfc_j)exp J - __dzi dsfcexp J - _ f c + 1 d z l . 

Recall the definition of rate Q (Fig. 4): 

Qt(co) - qi(t) , 0 _ ( _ S l ) Qr(co) = g„(f;s 1 , . . . ,s„_ 1 ),s„_ 1 < . ^ s „ , 

» = 2,...,fc, Q ((o))= •_ fc+i(t;s_,...,5_), s f c < f _ i T . 

23 



The trajectories of Q = {Q„ te [0, T]} are assumed to be bounded and left-conti­
nuous. Introducing Q into (27) we get 

P(NT = k, t , e (su Sl + ds t) , . . . , xk e (sk, sk + dsk)) = 

= exp j f log Qz dNz - f Qz dz l ds, ... dsk. 

For the Poisson process with unit rate holds 

rwO^r = k,...,rke(sk,sk + dsk)) = ~e~T ~ d S l . . . dsk. 

Hence, we obtain the probability density 

(28) - ^ - = exp { f log Qz dNz + f (1 - Qz) dz l . 
dPoiss. Uo Jo J 

The right-hand side of (28) depends only on a and on Qz(a>), z e [0, T]. This 
proves the next statement. 

Proposition 7. The rate Q determines the probability measure P on (QT, FT) 
uniquely. 

Next we shall generalize formula (28) slightly. Let P, P 0 denote probability distri­
butions on (QT, &"T) associated with rates Q = {Q„ te [0, T]} and °Q = {°Qt, 
te[0, T]}, respectively. Assume 

(29) Q, = Rt°Q,, te[0,T], 

where °Q as well as the ratio of the rates R have bounded left-continuous trajectories. 
The probability density LT of P with respect to P 0 is then 

dP dP / dP0 
L,T — 

dP0 dPoiss. / dPoi 

= exp | f l og A diVz + f (°QZ - Qz) dz l = 

= exp j | logRzdNz + I (1 - Rz) °QZ dz l = 

= (nR t„).exp|£(l-^)°ezdz|. 

The probability density on c-algebra #"f, 0 ^ r — T, corresponding to the obser­
vation of N during [0, t] is from the preceding 

» Š 
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On the other hand 

~ = E 0 { L r | ^ } -

Namely, from the definition of the conditional expectation we have for A e <F* 

f E0{Lr | ?«) dP0 = f L r d P 0 = P(A). 

We conclude that L = {L„ f e [0, T]} is a P0-martingale. 
In the general theory the following equation satisfied by L is of importance. 

Proposition 8. It holds 

(31) L, = 1 + J LS_(RS - 1) d°Ms, 16 [0, T] , 

where 

°АÍ. = І V ( - Г°ß_ds, ŕє[0, T]. 

L is the unique solution of (31). 
Proof. (31) means subsequently: 

L, = 1 + | Ls_(l - Rs)°_)sds, fe[0,T_), 

Ltl = Lti_ + Lti_(Rtl - 1), 

L, = Ltj + f Ls_(l - Rs) °ÔS ds , t e [t., T2), ... 

First equation has unique solution L, = exp <| (1 — R)°gdzl . The second one 

implies 

the third one 

LT1 =Rtiexp|r(l -R)°Qdz\, 

L, = L t lexpjT (1 - R)°edzUexp jflogRdJV + f(l - R) °Q dzj , 

t e [T_, T_) etc. 

Thus we get stepwise that L defined by (30) is the unique solution of (31). • 

The hypothesis that the trajectories of R are bounded implies the absolute conti-
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nuity P -< P 0 for T < co, because it guarantees that LT < co P0-a.s. Let us pass to 
the case T = co. 

Let (Q, J5"^) be the basic space from the beginning of § 3. Let P, P 0 be probability 
distributions on (Q, &%) satisfying (29) for all T < oo. L = {L„ t § 0} defined 
by (30) is under P 0 a nonnegative martingale with respect to ^N = {&N, t ^ 0}. 
Moreover, E0L, = 1, t ^ 0, and hence, sup E |LJ < co. This implies (see e.g. [3]) 

iao 
the existence of an L^such that 

(32) lim L, = L^ a.s. 

To establish P -< P 0 we demonstrate 

(33) L, = £{LX \&N], fZO. 

Namely, (33) means for t 5: 0 

(34) f L„ dP0 = f L, dP0 = P(A) , Ae^N. 

Extending (34) to A from the tx-algebra #"£ = V ^"f. we get 
( S O 

L^dPo = P(A) , A e #•* . 
i 

(34) follows by letting t -» oo in its second equality provided that 

(35) limE0 |L, - LK\ = 0 . 
r->oo 

If L is uniformly integrable, (35) holds because of (32). To guarantee the uniform 
integrability we shall make assumptions derived from the Theorem of de la Valee-
Poussin. 

Lemma 5. Let h(x), x 5; 0, be a measurable function bounded from bellow and 
satisfying lim h(x)jx = oo. If 

sup E0 h(Lt) < oo , 
r g o 

then L is uniformly integrable. 

Proof. We have for K sufficiently large, t 2: 0, 

f L , d P 0 = f (L,/J.(L.))fr(L.)dP0g 
J {L,^K} J {Lt^K} 

^ sup (xjh(x)) sup E0(/j(Ls) + const.). 
xiiK s a o 

The last term tends to 0 as K -» oo, and does not depend on t. • 
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In our problem h(x) = x log x is a suitable choice. Assuming first 

(36) 0 < ~ < R2 < K , z > 0 , 
V ; K 

for a constant K we get 

E0 Lt log L, = E log L, = E ( | log R2 diVz + | (1 - Rz) °QZ dz) = 

Z' J log R2dM2 + f log Rzgz dz + J (1 - R2) °QZ dz) = 

= E J (1 + R2 log R2 - R2) °QZ dz . 

= E 

log R AM has zero expectation, because it is an integral of a bounded left-conti­

nuous nonanticipative function with respect to a martingale. Note that 1+ xlog x ~ 

- x £ 0 for x £ 0. 

In the general case, when (36) is dropped we shall limit ourselves to a short proof of 

(37) E0 Lr log L, < E I (1 + Rz log Rz - Rz) °g z dz , t^O. 

But it can be shown that equality holds in (37). Introduce 

an = T„ A inf {t : R, > n] , mRt = max ( R „ —) , m, n = 1, 2, ... 
V mj 

Then as above 

E (r"log mRz ANZ + ['"'"(I - raRz) °QZ dz) = 

Г "(1 + m R 2 log ШRZ - mR z) °Qz dz + E í "(R2 - mR2) log '"Rz °QZ dz . = E 

Letting m -> oo one gets 

E0 Lth„n log LtAffn = E (1 + R2 log R2 - Rz) °QZ Az . 

From here and from the Fatou Lemma, (37) follows as n -* oo. Let us recapitulate 
the result. 
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Proposition 9. If 

(38) E f (1 + Rz\ogRz - Rz)°Qzdz < oo , 

then P ~< P0 on J 7 *. 

Example 10. Let P and P 0 be the probability distribution of the Poisson process 
with time-dependent rate q(t), t ^ 0, and constant rate q0, respectively. (38) is in 
this case 

(39) J (q0 + q(z) (log q(z) - log q0) - q(z)) dz < co . 

Thus (39) implies P < P0. Similarly, 

(40) | (q(z) + q0(log q0 - log q(z)) - q0) dz < co , 

implies P0 -< P. Adding (39) and (40) we get that 

(«(z) - q<y) ('og q{z) ~ log tjo) dz < co 

is sufficient for P ~ P0 . • 

Example 11. Let P be the distribution of a pure birth Markov process with jump 
rates q„, n — 0 , 1 , . . . , and let P 0 be the distribution of the Poisson process with 
constant rate q. Recall that in the birth process the holding times 

a0 - Tj , <7„ = T „ + ! - T„ , 71 = 1, 2 , . . . , 

are mutually independent and have exponential distribution with mean ljqn, n = 
= 0, 1, . . . . Proposition 9 yields for P < P0 the condition 

E ["(1 + Rz log Rz - R.) °Q2 dz = E £ (l + i - log - - - ^ gff„ = 
Jo «=o\ q q qj 

= f ( / l + ] 0 g l »_ l]<00. • 
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6. Girsanov type theorems 

In this section we shall deal with the problem of constructing a point process with 
a given rate. The results are an analogy of the Girsanov Theorem for the diffusion 
processes. 

On a probability space (Q, s/, P0) let us have a point process T = {T„, 
n = 1, 2, ...} ~ N = {Nt, t = 0} with respect to nondecreasing family of cr-algebras 
J5". Let T have rate °Q = {°Q„ t = 0} with left-continuous locally bounded trajecto­
ries. Further, let process Q — {Q„ t = 0} be given by the relation 

Q, = R,°Qt, t = o, 

where R is nonanticipative with respect to #", and also has locally bounded left 
continuous trajectories. The aim is to define a probability measure P on (Q, sd) 
for which T has rate Q. We shall mostly omit the words "with respect to &" when 
speaking about rates, martingales etc. 

In § 5 measure P was given. Here we proceed in the reversed direction. We define 

L, = exp | Rz dNz + | (1 - Rx) °QZ dzj , t = 0. 

According to Proposition 8, L satisfies (31). 

Lemma 6. Lis a supermartingale under P0 . Whenever 

(41) E0L( = 1 , t = 0, 

holds, then Lis a martingale. 

Proof. Set 

crB = inf {s : \LS_(RS - l)\ = n} , n = 1, 2 
Then 

(42) LtAa„ = 1 + I x{s = an} LjRs - l) d°M s , t = 0. 

The integrand in (42) is left-continuous, nonanticipative and uniformly bounded. 
Hence {LtAr,n, t = 0}, n = 1,2,..., are nonnegative martingales. Their limit as 
n -» oo 

L, = limL(A<Tn, t^0, 

is a supermartingale. Namely, from the Fatou Lemma applied to the conditional 

expectations we get for 0 = s < t 

Ls = lim LSABn = lim E0{L(A(I„ | Fs) ^ 

= E 0 {l imL ( A ( 7 J^ s } « E 0 {L ( | J%}. 
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To prove the second assertion of Lemma 6 assume on the contrary that (41) holds, 
but Lis not a martingale. Then, E0{L, | &s} < Ls with positive probability for some 
t > s. This implies E0L, < E0LS g 1, which contradicts to (41). • 

A sufficient condition for the validity of (41) is EQL^ = 1, where 

Lm = Hm L, a.s. 

exists according to the theorems on the convergence of supermartingales (see [3]). 
The next proposition is an imitation of Girsanov's Theorem. 

Proposition 10. Let E0LX = 1. Define probability measure P on s4 by the integral 

P(B)= LxdP0, Bejtf. 

If 

(43) EN, = E0iV,L, < oo , t _: 0 , 

then 

M , = N, - Qsås, t _ 0 , 

is a martingale with respect to gF on (_, _f, P). 
The proof is based on the following relationship between martingales under P 

and under P0. 

Lemma 7. If ML= {MtL„ t _; 0} is a P0-martingale, then M is a P-martingale. 

Proof. Take 0 5̂  s < t. Let us show first that 

(44) E{M, | SFS} = E0{M,L, | J*,} L ; 1 . 

For A e SFS we have using dP = LK dP 0 

J E0{M,L, | J^s} LJ1 dP = J E0{M,L, | _Ff} L; 1 E0{LOC | #"S} dP0 = 

= M , L , d P 0 = M , L „ d P 0 = M, d P . 

This proves (44). If ML is a P0-martingale, then 

E0{M,L, | jFs} L ; 1 = M S L S L ; ' = M s . 

From here and from (44) the martingale property of M follows. • 

Proof of P r o p o s i t i o n 10. Let the hypotheses be fulfilled. Let a be a stopping 
time, t S: 0 arbitrary. We begin by demonstrating the relation 

(45) MtAaLt = J M„Aff_ dL,. + J x{v < a} Lv„ d°M„ + LtAa - 1 , t _: 0, 
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where 

>QS ds , t_%0. 
J o 

We have 

MtAaLt _> M Í A . + MtAff(L( - 1) = M,A(J + dMudL„, 

where 

(46) . - ( 0 < i i < U f f , 0 < c < l ) = ( 0 $ i i ^ t , O | i i < » A ( j } u 

u { O g i ) < u ^ f A - } u { O g u = . ^ r A c r } . 

Decomposing the integral over B according to (46) we get 

(47) MtAaLt = I M„Aff_dL„ + fA f fLu_ dM„ + £ (L„ - L„_)(M„ - M„_) = 
J o J o l>_tA<7 

= | M „ A , _ d L „ + | L„_(d°M„ + ( l - P „ ) 0 Q t , d ! ; ) + £ (L„ - L„_) (N„ - N„_). 
J o J o . S t A . 

Further, from (31), 
ftAff f .A. 

(48) L„_(l - Rv) °Qvdv = LtAa - 1 + L„_(l - P„)dN„ = 

= LtAa - 1 + E Lt„_(l - Rx) = L,A , - 1 - £ (L„ - L„_)(N„ - Nv_), 
I „ £ t A J u g t A . 

because of 

K = (n/Jexp |J"(1 - P)°edz| = RtA,- • 

Inserting (48) into (47) we get (45). 

Expression (45) of MtAaLt contains integrals of left-continuous nonanticipative 
functions with respect to P0-martingales and a P0-martingale. Consequently, if a 
is chosen so that the integrands are bounded, then MtAaL„ t __ 0, is itself a P0-
martingale. This is the case for the stopping times 

<r„ = inf {v : |M„| + |L„| = n} , n = 1,2 

Hence, by Lemma 7, {MtAffn, f _t 0}, n = 1, 2 , . . . , are P-martingales. 

We have 
ftA<T„ 

0 = EM tA„n, i.e. EN,Aan = E Qds. 

From here with regard to (43) we obtain letting n -* oo 

oo > EAT. = E J Q ds , t = 0 . 

The sequence of martingales {MtAa_, t = 0}, n = 1, 2, ..., has therefore an integrable 
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majorant 

NT + Qds^NiArrn+\ " g d s _5 |M(A_„| , t e [0, T] , 

where T < co is arbitrary. This implies that 

M ( = limM ( A_„, f _ _ 0 , 

is a P-martingaie, as Proposition 10 asserts. • 

For the application of Proposition 10 we need to have conditions guaranteeing 
EQL^ = 1. The condition which we introduce employs the results of § 5 on uniform 
integrability. 

Proposition 11. Let 

(49) (1 + R. log Rz - Rz) °Q2dz ^c, P0-a.s. , 

where c is a constant. Then E0L„, = 1. 

Proof. We shall show that under (49) is L a uniformly integrable P0-martingale. 
Recall relation (31), 

L( = 1 + LS_(RS - 1) d°M s , î ^ O . 

Again, to get on the right-hand side the integral of a bounded function, and hence 
a martingale, we stop the trajectory. Let 

o„ = inf {s : |LS_(PS - 1)| __ «} , n = 1, 2 , . . . . 
Then 

L(Aff„ = 1 + z{s g _•_} Ls_(Ri - 1) d°M s , t __: 0 , n = 1, 2, ... , 

are P0-martingales, E0L(A_ii = E0L0 = 1. An inequality analogous to (37) is 

E0L(A_„ log L(A,„ S E0L(Aff„ p ' " (1 + P2 log Rz - _..) °QZ dz . 

Hence, with regard to (49) 

(50) E0L(A<T„logL(A_ii <, c, f = 0 , « = 1,2, . . . . 

By Lemma 5, the random variables 

L ( A ,„ , f = 0 , n = l , 2 , . . . , 

form a uniformly integrable family. Letting n -* co we obtain that L is a P0-
martingale. Moreover, from (50) and from the Fatou Lemma follows 

E0L( log L, < c , . ii 0 . 
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Consequently, L is uniformly integrable by Lemma 5, and this implies 

1 = lim E0L, = EQL^, . D 
(-•oo 

We concentrated on point processes on the infinite interval. Same statements are 

true for point processes on a bounded interval. They can be conceived as processes 

with infinite range such that T„ > T implies t„ = oo. 

Example 12. For illustration consider again the Poisson process with a variable 

and a constant rate. In § 5 we proved the following: If A = {Nt, t e [0, T]} is the 

Poisson process with unit rate on the basic space (QT, SF%, P 0 ), then for 

L r = exp J f l o g q(z) dJV, + f ( l - q(z)) d z l , 

P(B) = LT dP0 , B e f * , 

AT is the Poisson process with rate q(t), t e [0, T], on (Q-j, J * r , P). The results of the 

present section say that the same is true, if A is a Poisson process with respect to 

J5" = {i^„ t e [0, T]} on an arbitrary basic space (Q, stf, P0). 

Consider now the infinite process. Let A = {A„ t = 0} be a Poisson process with 

respect to J2" = {&„ t 2: 0} on (Q, si, P0) having unit rate. Let a given variable 

rate q(t), t _ 0, satisfy 

Г (1 + q(z) log q(z) - q(z)) dz < co . 

According to Propositions 10, 11 for 

Lx = lim L, P0-a.s. , P(B) = I L x d P 0 , Be, 0-a.s., ад=ľ 

we have that Ar is a Poisson process with respect to & on (Q, s4, P) having rate q(t), 
t = 0. D 

Let us present the extension of Proposition 10 to labelled point processes rA = 
= {(x„, ?.„), n = 1, 2, ...} with set J = {1, ..., m) of admissible labels. We introduce 
the counting process A = {AT

r = (1A„ ..., mA(), t ^ 0}, where 

'Nt = X x{x„ = t, ;.„ = /} , J ^ 0 , i e / . 
n = l 

Let the process be defined on the probability space (Q, s/, P0). Let the rate of 'A 
with respect to nondecreasing family of cr-algebras #" = {J*,, t = 0} be i0Q = 
= {'°g„ t ^ 0 } , We want to define on (Q, srf) a probability measure P such that, 
for i ' = l , . . . , m, 'A has rate '0 defined as 

lQt = 'Rt
 i0Q,. < ^ o • 
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As in the preceding we assume that i0Q, 'Q, 'R, iel, have left-continuous locally 
bounded trajectories. 

Proposition 12. Set 

L, = exp I f ( J o log % dNz + J ] (1 - %) mQ. dz)\ 

L is a supermartingale with respect to J^ on (Q, stf, P0). 
Let ~0LX = 1. Then Lis a martingale, and the integral 

P(B) = J L x d P 0 , Best, 

defines a probability measure on (Q, jrf). If in addition 

E _V, = E0
 lN,L, < co , t > 0, iel, 

then 

'M t = % - *'Q. ds , t _> 0 , i e / , 

ř > 0 . 

are martingales with respect to J5" on (Q, stf, P). 
The proof, which is the same as in the case m = 1, employs the relations 

L> " - + I I - _ - ( ' * . - -) d ' ' 0 A- 5, / __ 0 , 
, = i Jo 

'MtA,L, = J ; M „ A . - dL„ + J x{v _i ff} Lp_ d ' 0 M . + 

+ ^ i { » ^ } L„_(l - JRV) dJ0Mv + Z,A f f - 1 , r > 0 , i e / . 
.*.-Jo 

7. Controlled Markov processes 

In § 2 we dealt with Markov processes X = {X„ . '>. 0} having finite state space /, 
say / = {1, ..., m). X was supposed to be defined on the space Q fo paths co(t) as 
X,(co) = co(t). J5" = {J5",, . >= 0} was the family generated by X itself. With a con­
trolled Markov process we associated the transition rates 

(51) q(i,j,z), ijel, zeJ. 

In (51) z denotes the control parameter. The initial distribution 

(52) p(x0 = i) = P i , iel, 

was fixed. We introduced the probability distribution of X under control Z = 
= [Z„ t >; 0} as the probability measure P z on (Q, J 5 ^ ) satisfying (52) and such that 

iM, = %{X, - .} - a(XT, i; Z.) ds , . > 0, iel, 
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are martingales with respect to SF. In what follows it is more convenient to insert 
the left-continuous version {X;, t 5; 0} of X into the rate. The question of the exis­
tence and the unicity of P z was left open. To answer it, we shall use the results on 
labelled point processes stated in § 6. 

Assume for the sake of simplicity that the process starts from a given state i0, 
i.e. P(X0 = i0) = 1. Denote by T„, n = 1,2,..., the increasing sequence of times, 
in which the trajectory of X has a jump. There is a unique correspondence between 
the trajectory of X and the trajectory of the labelled point process xA = {(T„, XTJ, 
n = 1, 2, . . . } . Let the counting process of xA be N = {(lNt, ..., mNt), t Si 0}. W, is 
the number of jumps into state ;' performed by X until time t, 

% = T,x{x; * * . = .}> f £ 0 , iel. 
«sS» 

In accordance with the intuitive meaning of the transition rates, the rate of oc­
currence of the jumps into i is 

(53) <Qt = (l-X{X; = i})q(X;,i;Zt), f |> 0 . 

The rate is taken with respect to 2F. If X7 = i, the rate equals 0, since the transitions 
from i into i are not possible. Thus, under P z , by subtracting from 'N the integral 
of 'Q we expect to obtain a martingale 

'Mt = 'Nt - (1 - x{X; = i}) q(X;, i; Zs) ds , t ^ 0 . 

Next proposition shows that this is the case. Moreover, the two characterizations 
of P z are equivalent. 

Proposition 13. Let Z be a control, P a probability measure on (Q, ^x). Then 'M, 
i el, are martingales on (Q, ^ x , P) if and only if 'M, i el, are martingales. 

Proof. The proof follows from the relations 

'M, - f (i - x{x; = i}) dx{xs = i} -

- J* (1 - X{X; = i}) q(X;, i; Zs) ds = f (1 - x{X; = i}) d'Ms, f ^ 0 , i e / , 

'M> = w, - E f x{x; = 0 d-ws - P (i - x{x; = 0) 9(^7, J; zs) ds + 
/ * i J o Jo 

+ f z { ^ ; = i} I <?(^;,;; z.) ds = •>/, - £ f x{x; = /} dj'Ms, t ^ 0, .• e / , 
J o j*t j*ij0 

and from the fact that the integral with respect to a martingale of a bounded left-
continuous nonanticipative function is a martingale. D 

In the sequel we shall assume that the control parameter set J is compact, and 
that the transition rates (51) are continuous in Z on J. We shall consider controlled 
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process {Xt, f e [ 0 , T]}, whose distributions are probability measures PT on the 
er-algebra !FT. T is finite. As the probability measure P 0 with respect to which the 
density of PT will be calculated, we take the probability distribution of the Markov 
process with the transition rates matrix 

!-(m - 1), 1 1, . . . . 
(54) I 1, - ( m - 1 ) , 1, . . . , 

1, 1, 

and initial distribution P0(X0 = i0) = 1. 

Recall from Proposition 12 the formula for the density of a point process 

LT = exp 1 1 (I log % dWs + r (1 - %) i0Qs ds j j . 

Set, with regard to (54) and (53), 
i0Qs = i - x{x; = i}, % = (i - x{x; = 0) (Kx«". *; z.) • 

Then, 

X log X dWs = í log fl(Xs
_, Zs; Z.) dNs, 

where 
JVS = Y, 'Ns, s e [0, T] , 

is the counting process of all jumps of X. Further, 

- 1 % i0Qs - - 1 (i - z{sr - 0) 9(x;, i; zs) = 
i i 

= - X d(x;, n z.) = q(x;,x;;zs). 
i*Xs-

It results that 

(55) LT = exp | | log q(X;, Xs; Zs) dNs + | (m - 1 + q(X;,Xs; Z,)) ds i . 

Sufficient condition for E0Lr = 1, namely 

const. x Г ( l + X l o g X - X ) i 0 ß 5 d s ś 
i Jo 

is fulfilled in virtue of the boundedness of 'R, i0Q, i e I. Probability distribution PT 

can therefore be defined as 

PZr(B) = \ i 
Lт àP0 , Bє&т. 

Its uniqueness follows from the fact that the probability distribution of a point 
process is uniquely determined by its rate. This was proved in § 5 for point processes 
with one type of events. 
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HI. APPLICATIONS OF LIMIT THEOREMS FOR MARTINGALES 

8. Limit theorems 

We begin this chapter with recalling the law of large numbers and the central 
limit theorem for discrete parameter martingales. We denote by M = {M„, n = 
= 0,1, ...} a martingale with respect to a nondecreasing sequence of c-algebras 
jF = {&„, n = 0,1, ...}. Further, let 

Y, = M „ + 1 - M„, n = 0 , 1 , . . . , 

be the martingale differences. 

Proposition 14. If 

f fc"2EYfe

2 < o o , 
t = i 

then 

lim n~1M„ = 0 a.s. 

Proof. Set 
п - l , 

M o = 0 , M'„ = У Yk, п = l , 2 , . . . 
ќ=o fc + 1 

M' is martingale with respect to #". Doob's submartingale inequality yields for s > 0 

P( sup \M'„+k -M'„\^a) = \ E(M„+m - M„)2 = - ' £ 7 - ^ — EY2 . 
lgfcSm £ 2 £ 2 fc = n (fc + l ) 2 

Letting m -» oo we obtain 

P( n { sup |M;+k - Mi| > s}) g l i m i J — 1 — EYfc
2 = 0. 

» = 0 . = 1,2,.„ B- °o£ fc = n (fc + If 

Consequently, finite limit lim M'„ = M'x a.s. exists. We conclude that 

n - l 

limn-iM„ = \im(n-1M0-n-1YJM'k+M'„) =-M'n +M'X = 0 a.s. • 
n-*co n-»oo k = l 

Proposition 15. Let ~Yk < oo, fc = 0, 1, . . . Denote 

S„ = J:i{Yk
2\&k}, n = l ,2 , . . . , 

fc = 0 

and let the following hold: 

(56) lim n~1S„ = <r2 in probability, 
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where 0 __ a2 < oo is a constant; 

(57) lim - £ E{Yt
2
 X{[Y_| ^ e .>} | ^*} = 0 in prob., 

n-»oo n * = 0 

for each e > 0. Then Mj^/n has asymptotically normal distribution N(0,a2) as 
n -* oo. 

We shall give the proof of the asymptotic normality under the hypothesis that for 
a constant K 

(58) [__|____, Ik-=0,1,. . . , 

more restrictive than the Lindeberg type condition (57). We assume M0 = 0 without 
losing generality. In terms of the characteristic functions we have to show that 

(59) lim E exp {iu M„/./«} = exp {-\u2a2} , 

where i is the imaginary unit and u a real parameter. To this purpose introduce 

A, = exp {(iu M„/V«) + (It.2 S„jn)} - I , n = 1, 2,.. . 

From (56), (58) it is seen that (59) is equivalent to 

(60) lim EA„ = 0 . 
II - .00 

Write 

A„ = ___?„„, B - 1 , 2 , , . . , 
_=i 

where 

Bnk = exp {(iu M_/V») + (iu2 Sk/n)} - exp {(i« Mk_./» + 

+ (_"2 S__1/V»)} = exp {(iu M___/V») + (i„2 _y«)} . 

. [exp {iu F___/.y»} - exp {-|„2 E{Y_2_1 | _Vi}/«}] . 
Further, 

|EA„| = |E ££{£.__ | _Vi}| 5. E j j E ^ | _F4_.}| <; 

(61) __ exp {|u2/-2} £ E|E{exp {iu ____/ . /B} | Fk_ .} -
„=i 

-exp{-|„2E{Y f c
2_1 |^_1}/„}[. 

Next we employ the relations 

e!* = 1 + ix - \x2 + hx(x) , |«_(„)| g („-)/_ , 

e ~ * = l - „ + »_(_), [»_(„)] __ x2/2 , „__0. 
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From them it follows 

E{exp{ш 7,.,/Vn} | #*_.} = 1 + j * EfУj.. I ^ t _ Л -

v« 

where 

and 

with 

- ^ W І M + я , , 

N S ì ( f J ' ^ l ^ = o. 

e x p í - i u ^ У Д , | JVi}/"} = 1 - ÍL E{Пa-i | -**-i} + II2 
2п 

2n 

n = 1,2,.... 

Thus, from (61) we obtain the estimate 

As n -» 00 the right-hand side tends to 0. This proves (60). • 

When investigating continuous time martingales {M„ t — 0}, to apply the limit 
theorems we establish first their validity for {M„, n = 0,1,...}, and then prove the 
negligibility of the differences M, - M [ ( ] , t = 0. [f] denotes the integer part of f. 

9. Renewal processes with preventive replacements 

Preventive replacements in renewal processes were mentioned in § 1. Here we 
return to them to illustrate the use of the limit theorems for martingales. As in § 1 
we consider machine components whose life times have distribution function F(t). 
One component is in operation. Service replacements after failure at cost c t or 
preventive replacements before failure at cost c2 can be made. It is ct> c2> 0. 
We imagine an infinite stock of components with mutually independent life times. 
The replacements are instantaneous without causing delays. The objective is to 
minimize the average cost per unit operation time of the machine by means of an 
appropriate rule for making preventive replacements. 

The age replacements policies (see Fig. 3) are specified by the replacement age x. 
If the operation time of the component reaches x, it is replaced by a new one. Let 
9(x) denote the corresponding average cost per unit time. It is not difficult to calculate 
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it. Namely, 

average cost of replacement 
0(x) = 

average time between replacements 

= c. F(x) + c2(l - F(x)) = Cl F(x) + c2 F(x) 

T y dF(y) + x(l - F(x)) P F(y) dy 

where F(x) = 1 — F(x). Let us denote by d the optimal replacement age. We make 
the following hypotheses: 

1. There exists a d e (0, oo) such that 

9(d) = 0(x), x e (0, oo). 

I.e., we exclude d = oo. We shall write briefly 0 for 0(d). 

2. The components have failure rate q(t) nondecreasing and continuous on [0, co). 
Hence, 

F(t) = exp | - f q(y) d y l , | F(f) = /(r) = q(t) exp | - P «(y) dy j . 

The optimal value d can usually be obtained by equating to zero the derivative 

i - 0 ( x ) = ((c, - c2)/(x) - F (x)0(x) ) / fF(y)dy . 
dx J 0 

We get 

(62) (Cl - c2) a(d) - 0 = 0 . 

This is a satisfactory solution of the problem. But only age replacement policies 
were taken into account. We have to show that the result cannot be improved by 
using other policies. Moreover, if the distribution of the life times is unknown, it is 
to be estimated during the replacement process. This leads to the self-optimizing 
policies ([1]). To proceed further we shall first define the concept of a replacement 
policy in generality. 

We denote by X = {X„ t = 0} the age of the component in operation. Let X 
be left-continuous, X0 = 0. We identify the replacement process with a labelled 
point process xA = {(T„, 1„), n = 1, 2,. . .} having labels 1,2. Label 1 marks the 
service replacements, label 2 the preventive replacements. xA has bivariate counting 
process N = {Nt = (lNt,

 2Nt), t^O}, 

%'•-- .f :Z{T„ <: t, K = i} , t = 0, ( = 1,2. 
n = l 

For the sake of definiteness, we shall assume that -zA is defined on the space Q of its 
trajectories. Thus, Q has elements co = {(s„, i„), n = 1,2, ...}, where {s,„ n = 
= 1,2,...} is a nondecreasing sequence of numbers, positive or oo, satisfying 
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lim s„ = oo, s„ < s„ + 1 if s„+1 =j= oo, and ('„ = 1 or 2. We set 

T„(CU) = s„ , /.„(a») = /„ , n = 1, 2, ... . 

The age process X fulfils 

Xt = t, 0 =• f = Tt , ^ r r = « - T „ , t , < } g t ( H , n = 1, 2, . . . . 

The counting process AT generates the family of a-algebras 

, , _ ' & = {&t = (ra(jvs, s = f), f ^ 0} . 

To the age replacement with replacement age d corresponds the probability measure 
Pd ori'(Q, J5",,,) with the following properties: 

1. With probability 1 holds for all t^ 0 : X, = d if and only if 2JV, - 2JVt. = 1, 
i.e. t = T„, ('„ = 2 for some n. 

2. 

lMt = lNt - J q(Xs) ds , t = 0 , 

is a martingale with respect to 3F. 
Property 1 is obvious, Property 2 was stated in § 1. The failure rate depends only 

on the age of the component. The trajectory of XN together with the age replacement 
rule determines the trajectory of 2N. The uniqueness of Pd having Properties 1̂  2 
follows therefore from Proposition 7. 

Under a general replacement policy the replacement age is not fixed, but it is 

Fig. 6. 

a nonanticipative random function Z = {Zu t ^ 0). taking on positive values 
including oo, continuous piecewise and from the left. If X, = Zt, the preventive 
replacement is made. Z, associates with the trajectory {Ns, s e [0, ?]} the replacement 
age (Fig. 6). 

The probability distribution of the replacement process under policy Z is the 
probability measure Pz on (Q, 1FX) having the properties: -
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1. With probability 1 holds for all t __ 0 : X, = Z. if and only if 2N, - 2N,_ = 1. 

2. 

'M, = lN, - í í (X , )ds , ( = 0 , 

is a martingale with respect to 3F. 

We omit the proof that Pz exists and is defined uniquely. 

Let us now turn our attention to the statement that the average cost per unit time 9 
arising under the age replacement with replacement age d cannot be improved by 
using a general replacement policy. 0 is the minimum in the class of the age replace­
ment policies Z, = x, t = 0. Since cx is the cost of an after failure replacement, 
and c2 the cost of a preventive replacement, the total cost incurred until time t is 

C, = Cj XN, + c2
 2N,. 

If the replacements are made in age d, then 

lim r ' C , = l i m - ^ = 0 a.s., 
»-oo n-cc rjn 

according to the law of large numbers for the sums of mutually independent iden­
tically distributed random variables with finite expectation. 

Let Z = {Z„ t _% 0} be an arbitrary replacement policy. We are going to de­
monstrate 

(63) I i m r 1 C , ^ 0 Pz-a.s. 
(-+00 

(63) expresses the mentioned global optimality of 0. To prove it we shall look for 
a bounded function w(x), x = 0, such that 

s, = c, - te + w(x+), t = o, 

is a submartingale. S is right continuous provided that w(x) is right continuous. Note 
that X+ is nonanticipative, since 

X + =X,X{N, = N,_}, r g o . 

If we succeed in finding w(x), then we have 

S, = M, + A,, r = 0 , 

where M is a martingale, A a nonnegative nondecreasing process. Moreover, if M 
fulfils the law of large numbers, then (63) follows from 

(64) 0 = l i m f ' M , S l im t _ 1 S , = H m r ' C , - 6 a.s. 
(-•00 (->O0 (-»O0 

To find w(x) we shall use a heuristic argument. It has to hold 

E{S(+j ~ S< | X+ = x and no preventive replacement} = 0 . 

42 



Distinguishing whether there was a failure or not in the time interval (t, t + A), 
A -» 0 + , we obtain for the conditional probability the expression 

q(x) A(Cl - 6A + w(0) - w(x)) + 

+ (1 - q(x) A)(-9A + w(x + A) - w(x)) + o(A) = 

= A[-0 + w'(x) + q(x) (Cl + w(0) - w(x))~] + o(A) ^ 0 . 

Similarly, 

E{St+A — S, | X* = x and preventive replacement} = 

= c2 + w(0) - w(x) + o(l) ^ 0 . 

From these inequalities we get 

(65) w'(x) + q(x) (Cl + w(0) - w(x)) - 9 ^ 0 , 

(66) c2 + vv(0) - w(x) ^ 0 . 

Let us set w(0) = 0. Suppose the equality to hold in (65), and solve the differential 
equation 

(67) w'(x) + q(x) (Cl - w(x)) - 0 = 0 , w(0) = 0 . 

The solution is 

(68) w(x) - ( - cx F(x) + 0 £ F(y) dy^^x) . 

(66) is also valid, since 

(69) c2 - w(x) = (c2 F(x) + Cl F(x) - 91* F(y) dy^F(x) ^ 

^ ( c 2 F(x) + c. F(x) - 6(x) f F(y) dy^F(x) = 0 . 

Note that (69) for x = d implies w(d) = c2. Further, using (62) we obtain from (67) 
that w'(d) = 0. 

Define w(x) by (68) for x e [0, d~\, and set 

(70) w(x) = c2 , x ^ d . 

w(x) has continuous derivative on [0, co). (66) holds. Inserting from (70) into (65) 
we get the condition 

q(x)(Cl-e2)-e^0, x^d. 

Its fulfilment follows from (62) because q(x) is assumed to be nondecreasing. 

Proposition 16. It holds 

(71) C,-t0+ w(X?) = f (c, - w(Xs)) (d1^ - q(X,) ds) + 
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+ P (4 - w(Xs)) d
2Ns + (Cl - c2) f X{d < Xs\ (q(X,s) - .7(d)) ds, * £ 0 . 

Jo Jo 

The last two terms are nonnegative and nondecreasing. 

Proof. We have setting T0 = 0 

P w'(Xs)ds = £ p AV(Ys)ds = £ w(Xt„+lAf) = 
Jo ^ < f J r „ *n<t 

= I w(Xs) d('Ns + 2NS) + w(Xt) . 

Since C, = cy *Nt + c2
 2N„ (71) is equivalent to 

P (w'(Xs) -0)ds= P (w(Ys) - Cl) g(X) ds + (cj - c2) (" Z(d < Xs} (q(Xs) -
Jo Jo Jo 

-q(d))ds. 

This equality follows from (67), (62), (70). Namely, 

f (w'(Xs) - 0) ds = f z{Ys < d} (w(Xs) - Cl) q(Xs) ds- ei' x{d < Xs} ds = 
Jo Jo Jo 

= P (w(Xs) - Cl) q(Xs) ds + (Cl - c2) (' X{d < Xs} (q(Xs) - q(d)) ds . 
Jo Jo 

The last two integrals in (71) have nonnegative integrands because of (66), and 
q(x) — q(d) ^ 0, x 5; d. Consequently, they are nonnegative and nondecreasing. • 

The first term on the right in (71) 

Mt m J (Cl - w(Xs)) (d 'Ns - q(Xs) ds), t ^ 0 , 
Jo • 

is an integral of a bounded left-continuous nonanticipative function with respect 
to martingale under arbitrary replacement policy Z. Thus, M is a martingale (with 
respect to &). Omitting the verification of the hypotheses of Proposition 14, let us 
state that M fulfils the law of large numbers. With regard to (64) we conclude that 
(63) holds. 

Note that for the age replacement Zt = d, t gg 0, the last two terms in (71) vanish, 
and equality holds in (64). This provides another proof of 

• <'• l imf J c , = 0 Pd-a.s. 
t->co 

Let us now illustrate that decomposition (71) is a suitable tool for studying the 
average cost in the situation, when d is estimated during the renewal process (se­
quential improvement of the age replacement). 
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Proposition 17. Let Z be a replacement policy satisfying 

(72) lim Zt = d Pz-a.s. 

Then 
Vim r1Ct = 0 Pz-a.s. 

Proof. Let (72) hold. Decomposition (71) reduces the proof to the demonstration 

of 

(73) lim r 1 I (c2 - w(Xs))d2Ns = lim r 1 | (c2 - w(Zs))d2Ns = 0 , 
t-.cc Jo (-*« Jo 

(74) lim t'1 j x{d < Xs ^ Zs] (q(Xs) - q(d)) ds = 0 a.s. 
t-»oo J o 

Since w(d) — c2, the integrand on the right in (73) tends to 0 as s -» oo. The time 

between two consecutive preventive replacements is in the limit at least d, i.e. 

Em 2Nt\t <, 1/d a.s. 

From here (73) follows. (74) holds, because the integrand there tends to 0 as well. • 

A more elaborate investigation of {c,, t ^ 0} under self-optimizing replacement 

policies can be made applying the law of the iterated logarithm to the martingale M. 

10. Average cost in a Markov process 

We turn our attention to controlled Markov processes X = {X„ i ^ 0} having 

transition rates 

q(i,j;z), ijel, zeJ, 

as defined at the end of § 2. To be able to compare the controls we introduce an 

evaluation of the trajectory called here the cost. Under the cost until time t we 

understand the integral 

C. = Г c(Xs, Zs)ds, t Ш 0 , 

where c(i, z) is a continuous function on / x J . First we shall be looking for the 

minimal average cost per unit time, lim t~1C„ under homogeneous Markovian 

controls. Such controls are of the form 

(75) zt = z(x;), rs o, 
where z is a mapping from / to J. If (75) holds, then AT is a homogeneous Markov 

process with transition rates 

(76) q(ij;z(i))> 'J el. 

Its probability distribution will be denoted by Pz. 
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Let us make the following hypothesis: For each z, the rates (76) define a Markov 
process the states of which are recurrent and communicate with each other. (The 
indecomposability of the rate matrix.) 

The hypothesis implies for each z the existence of the limit probabilities 

lim P\Xt = i) = pf(z) > 0 , iel. 
(-»00 

They are the unique solution of the system of equations 

(77) £ Pf® q(h Jl SO)) = 0 . J el, I pf(z) = 1 . 
i i 

Denote 

e(z) = Y.pm<uz(i)). 
i 

It is intuitively clear, and follows from the law of large numbers for Markov processes 
that 

(78) lim r1Ct = 6(z) Ps-a.s. 
t-foo 

We shall in fact prove it in the sequel. The minimal average cost is 

(79) min 0(f) = 0(f) = 6 . 

0(z) as a continuous function on a compact set assumes its minimal value at an 
optimal control z. 

6 is the minimum in the class of homogeneous Markovian controls. As in § 9 
we are first going to prove that under arbitrary control Z = {Z,, t ^ 0} holds 

(80) Uffir^C. >=0 Pz-a.s. 
(-•00 

(80) follows in the same way as (63) if we find numbers w(i), i e / , such that 

5, = C, - td + w(Xt), t ^ 0 , 

is a submartingale for each Z. 

To define S recall that by definition of P z 

'Mt = t{Xt = j} - P q(Xs, j;Zt)ds, t^O, J el, 

are martingales. Hence, for w(j), j e I, arbitrary 

M. - . £ w(j) JMt = w(Xt) - f' £ q(X„ j ; Z.) w(j) ds , t ^ 0 , 
7 JO J 

is a martingale with respect to J*" for each Z. It obeys to the law of large numbers, 
since the differences Mn + 1 - M„, n = 0, 1, . . . , are bounded. Setting 

f(i, z) = c(i, z) + E «(»'. j ! z ) w0') ~ .0 . «' 6 / , zeJ , 
j 
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we have 

(81) C, - tO + w(Xt) = M, + f f(Xs, Zs) ds , t fe 0 . 
Jo 

If we can choose w(j), j e / , so that 

(82) f(i, z) = 0, iel, zeJ, 

then (81) becomes the Doob-Meyer decomposition of submartingale 5. 
To this purpose let us solve the system of equations 

(83) C(i, 2(0) + I q(i, ; ; Z(/)) w(j) - 0 = 0 , . G / , 
j 

for unknowns 0, w(j), j e I. Multiplying (83) by pf(z) and adding for i e I, we obtain 
in virtue of (77) 

^v7m,m=v-
i 

Symbol 0 is therefore consistent with that introduced by (79). The matrix of the 
system (83) is, up to the sign of the last column, transposed to the matrix of (77) 
for 2 = z. The latter has rank m, because (77) has unique solution. We conclude 
that the set of solutions of (83) is one-dimensional. The general solution of (83) 
has the form 0, w(j) + const., j el. 

Before proving (82), let us return to the law of large numbers for Markov processes. 
Let (83) hold, i.e. 

(84) j(/,z(0) = O, iel, 

and let 

z, = z(x;), t = o. 
Then 

C, - tO + w(X,) = M,, t^O. 

Hence, ^ 

lira t~1Ct = e P*-a.s. 

results from the law of large numbers for martingale M. The same proof applies to 
(78). 

Lemma 8. If w(j), j e I, satisfy (83), then (82) holds. 

?), and on the contrary /( /0 , z0) 

z(i) = 2(0 for i + j 0 , z(i0) = z0 . 

Then for 

z, = z(x;), t^o, 

Proof. Assume (83), and on the contrary /( /0 , z0) < 0 for some i0 el. z0e J. 
Define 
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follows from (81) and from (78) 

0(z) - 0 = lira r1 f ' j l X *(XS)) ds = pT0(z)f(i0, z0) < ° -''-a.s. 
»-« Jo 

This contradicts to the minimality of 0. D 

From (81), (82), (84), and from the law of large numbers applied to M one gets 
immediately the subsequent propositions. 

Propositions 18. Under arbitrary control Z, 

lim r J C , ^ 0 Pz-a.s. 

Proposition 19. Let Z be such that 

fPz-a.s. 
|Pz-in probability. 

Q denotes the distance. Then 

fPz-a.s. 

(85) lim e(Z„ z(X;)) = 0 P 

(86) lim rxC, = 0-
'-.» (P -in probability. 

Proof. We have ' •> 

(87) lim ( //"1C, - 0 - r 1 I jCYs, Z,) ds \ = 0 Pz-a.s. 

The a.s. convergence in (85) implies l im j (^„ Z,) = 0 a.s.. and hence 

lim r ] f f(Xs, Zs) ds = 0 Pz-a.s. 
»-«• Jo 

The convergence in probability in (85) implies lim E f(X„ Z,) = 0, and 

lim r' E J f(Xs, Zs) ds = 0 or Pz-lim r 1 \ f(Xs, Zs) ds = 0 . 
t-co J 0 t-ot, J 0 

From here and from (87) follows (86). D 

Proposition 19 refers to the case, when the optimal control z is unknown, and is 
estimated from the observed trajectory. 

Let us now use decomposition (81) to investigate the asymptotic distribution of 
(C, - td)jy/t as t -* co. The control Z is supposed to fulfil 

(88) Pz-lim e(z„ z(x;)) = 0 . 

As we shall see, (88) implies that Mt\yjt has asymptotically normal distribution 
JV(0, a2) as t -> co. We shall determine the asymptotic variance cr2. From (81) it is 
then seen that a necessary and sufficient condition for (C, - t6)jy/t to have also the 



asymptotic distribution JV(0, a1) is 

(89) Pz-lim ~ P f(Xs, Z.) ds - 0 . 
' - » v t J o 

Introduce the martingale differences 
M + l 

T„ = MB + 1 - M„ = w(X„ + i) - w(X„) - £ q(Xs, j ; Z,) w(;) ds, n - 0,1 

Since 
|y„| = const. , H = 0, 1, ... , 

the Lindeberg condition (57) holds. Thus, to verify the hypotheses of Proposition 15 
it remains to demonstrate 

(90) P z - l i m i £ 1 E { Y l
2 | #",} = a1. 

n-a, n t = o 

Lemma 9. For k = 0,1,... 

(91) E ^ 2 I jrk} = E HK+1 g(X\, Z.) ds | ^ 1 , 

where 
g(i, z) = X j( / , j ; z) (w(;) - w(.))2 , iel, zeJ. 

j * ' 

Proof. Divide the interval [k, k + 1] into subintervals of length A = 1/n, and 
let n '-* oo. This yields 

= E{ £ (w(Zs) - w(z;))21 *k) , 
i < s § k + l 

since 
(Mt+A - M,)1 = (w(Xt + A) - w(Xt)Y + 

+ 2(w(Xt + ,) - w(Xt)) f £cjw ds + f f £c7W ds") , 

and the sum of the last two terms for t = k + jA, j = 0, 1, . . . , n — 1, is negligible 
as n —> co. 

In § 7 we showed that the point process of the jumps into state,/, JN = {JN„ t _ 0}, 
has compensator 

P (i - x{x; = /}) q(X;,j; Z.) ds , * = 0 , y e / . 

Consequently, 

£ (w(X5) - w(X;)f _ £ P (w(j) - w(Xs))
2 d^JVs, t £ 0 , 

*=' ; Jo 



has compensator 

Z Г f w W - W ^ ) ) 2 t 1 - Ä ~ = ^ ) ^ Г . І; zs) ds = Г c/(Zs-, Zж) ds , ř = 0. 
J Jo Jo 

We conclude that 

X (w(Xs) - w(x;)Y - f g(Xs, Zs) ds., f = 0 , 
*=' Jo 

is a martingale with respect to $F. This and (92) yield (91). • 

According to Proposition 19, (88) implies 

(93) Pz-hm r x r g(X„ Z.) ds = X P7(4) t7(/> *CO) = ^2 • 
'-•» Jo / 

Further, 

L„= fffds-'z -{n2|^*} = r » d s - Z E i f + 3ds|^A, n = 0,l,..., 
Jo * = « J 0 *=o ( J t J 

is a martingale with respect to {#"„, n = 0, 1,...}. Its differences are bounded. 
Hence, from Proposition 14, 

l imn _ 1 L„ = 0 Pz-a.s. , 

which together with (93) gives (90). 
Let us restate what was demonstrated. 

Proposition 20. Let the control Z satisfy (88). Then (C, - t0)jyjt has asymptotically 
normal distribution JV(0, o2) as t -* oc if and only if (89) holds. 

Particularly, the optimal control 

(94) . Zt = z(X7), t^O, 

satisfies the hypotheses of Proposition 20. (89) states, how fast must a self-optimizing 
control converge to (94) to provide C with the same asymptotic distribution as (94). 
Self-optimizing controls based on maximum likelihood estimation of the unknown 
parameters fulfil (89) under certain regularity assumptions. 

IV. FILTERING OF RATES 

11. r-distributed rate 

Poisson processes N = {Nt, t 5: 0} whose rate Q = {Qt, t _ 0} is a random process 
are called doubly stochastic Poisson processes. The observation of N gives us in­
formation about the rate Q. In this chapter we shall deal with the estimation of Q 
from N. The estimate of Q, from Ns, s e [0, t], minimizing the expected quadratic 
error is the conditional expectation 

(95) Q, = E{Q, | J^f} , f f c O , 

where &* = aa{Ns, s e [0, t]}. We consider t variable, and conceive (95) as a problem 
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to design a filter having the observed process as the input and the estimate as the 
output. The mathematical solution is a differential equation for Q. A filter is a devi­
ce for materializing this equation. 

We begin with a simple case. Let N be the Poisson process with rate 

Qt = £ e x p j f a ( s )ds j , t = 0 . 

<* is a E-distributed random variable with probability density 

(96) (bmjr(m))xm-te-bx, x^O. 

a(t), t ^ 0, is supposed to be a piecewise continuous function. 

In § 5 we derived that the probability distribution P of a point process {Ns, se [0, t]} 
with rate {Qs, se [0, ?]} has with respect to the Poisson process with unit rate the 
density 

(97) - i L = exp tt' log Qs diVs + f (1 - Qs) ds\ . 

Given tj = x, we have Qs = x exp {Jo « dz}. Substituting for Q into (97) and multi­
plying by (96) we get the joint density of £ and {/Vs, s e [0, t]} 

— ^ L - = / ( X ) JV) = (bmlr(m)) x"1"1 e"6* exp { f flog x + f a dz) dNs + 
dxxdP o i s s . (JoV Jo / 

+[( ' - * rap{HM - -4-*-"-»{-*(* +j>{j>W}-
where c is independent of x. The conditional density is 

/(x | N) - /(x, N)irf(y, N) dy-(b+ P exp |J* a dzl dsY"+ ' . 

xm+N,-i e x p f A + J* exp | j " a dzj ds ' j j /E(m + Nt). 

From here we conclude that 

Qt = exp U a dsj j x j(x | N) dx = 

= e x p j f a d s j | f c + j e x p | | a d z j d s j (m + JV() - fe(r) (m + TV.) , ( | 0 . 

Although the estimate is simple, let us present the differential equation for it in the 
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form familiar in filtering theory. Computing the differential we get 

(98) dQ, = a(t) k(t) dt(m + N,) - k(tf dt(m + N,) + k(t) dN, = 

= a(t) Q, dt + k(t) (dN, - Q, dt), t = 0 , 

6(0) = H = m\b . 

Further, 

- k(t) = a(t) k(t) - k(tf , t = 0 , Щ = íjb 

In § 3 we proved that (5 is the rate of N with respect to gFN. Hence, the last differential 
in (98) belongs to a martingale with respect to S^N 

M, = Nt - Qsds, t>0. 

Let us determine the mean quadratic error. We have 

E(Qt - Qtf = EE ttk(t) (m + N,) - i k(t) (b + f exp j f a dzl ds\f\A = 

^ E t ( 4 H H d s + f c 2 ( H > 
= fe«2(il>xp{IoodJ}d5 + 6 2 ? ) = t w r x p { [ o d ! } ! ř > 0 . 

12. Markovian rate 

Let X = [X„ t _ 0} be a Markov process with state space / = {l, ..., n?} having 
initial distribution 

(99) p(x0) = i) = P i , iel, 

and transition rates 
q(i, j,t), i,j el, t = 0 , 

continuous piecewise and from the left. Using (55) we can find the probability density 
of [Xs, s e [0, ?]}, since the difference between a controlled Markov process and 
a time-inhomogeneous one is for this purpose unsubstantial. The density is taken 
with respect to the distribution P0 of the Markov process on [0, f] with transition 
rate matrix (54) and initial distribution (99). We have 

(100) — = exp j [ log q(X;,Xs, s) dxNs + f (m - 1 + q(XJ, Xs, s)) ds j . 
dPo Uo Jo J 

XN is the counting process of the state changes in X. 
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Suppose that X is observed indirectly by means of the observation of a point 
process N with the following properties: For each . > 0, given the trajectory 
{Xs, s e [0, . ]}, the process {Ns, s e [0, f]} is Poissonian with rate 

Qs = a(s, __,) , s e [0, f] . 

Thenonnegativefunctiona(s, i), s ^ 0, i el, is assumed to be continuous piecewise 
and from the left. According to (28) the conditional distribution of N has with 
respect to the Poisson process with unit rate the density 

exp ( I log a(s, Xs) dNs + f (1 - a(s, Xs)) ds\ . 

Combining this with (100) we obtain the density of the joint distribution 

(101) Lt(X, N) = _ - ^ — - = exp ( P log. q(X;, __„ s) dxNs + 
dP0xdPo i s s . [J0 

+ f (m - 1 + q(X;, Xs,.)) ds + P log a(s, Xs) dNs + P (1 - a(s, Xs)) ds j . 

We intend to derive equations satisfied by the aposteriori distribution of Xt given 
the observation of {Ns, s e [0, _]}, i.e. by the probabilities 

% = P(X, = i | jsf) = E{x {X. = i} | # ? } , / ^ 0 , i 6 / . 

We have 

••«.(iV) = f Lt(X, N) dP0(X)j\Lt(Y, N) dP0(Y) = '<?./£ / c . , 

where 

(102) ' . , = f L ( dP 0 = E o Z { ^ ( = / }L r . 
J { X t = i } 

E0 denotes the expectation in X under P0 for N fixed. 

Let us calculate the differential d 'gt. From (101) follows that 'g has discontinuities 
only in the jump points of N. In such points is Nt - N,_ = 1, and the differential 
becomes the difference (points of positive measure). Hence, 

(103) d ig, = % - <e,_ = V ( e x p {log a(Nt - Nt_)} - l) = 

= <Qt_(a(t,i)-l)dNt, 

because the integral in (102) extends over [X, = .} . 

Outside the discontinuity points of N is 'g absolutely continuous. To obtain its 
differential we shall investigate 'Qt + _ as A -> 0 + , employing the following property 
of Markov processes: For X, given, {Xs, 0 5S s £ t} and {Xs, s ^ f} are independent. 

53 



We have 

(104) %+A = JjP0(Xt = j) E0{Lr | X, = J) E0{x{Xt+A = i} Lt+AUt
l \ X, = j} = 

j 

= Z JQ< Eo{x{Xt+A = i} Lt+AL'1 | Xt = ;} . 
J 

To estimate the conditional probability in (104) we shall use an argument common 
in the theory of Markov processes. 

Let X, = j 4= i, Nt = N r_, and let t be a continuity point of q and of a. Consider 
three possibilities: 

1) With probability A + o(A) as A -> 0+ is X ( + J = i, and the jump from j to i 
is the only state change of X on [r, ? + A\. Then 

Z {X ( + J = .} L r + aL71 = exp {log q(j, i, 0} + o(l) = q(;\ i, ?) + o(l) . 

2) With probability of order o(A) is Xt+A = i, and there are at least two state 
changes on [t, t + A~\. 

3) With probability 1 - A +o(A) is Xt+A + i, and therefore X{X<+A = »'} = °-
It results that 

(105) E0{x{Xt+A . i} L (+_L7 ] | --, = j} = q(j, i, t) A + o(A) as A - 0+ . 

Let X r = i, N r = JVr_, and let J be a continuity point of q and of a. Distinguish 
again three cases: 

1) With probability 1 - (m - 1) A + o(A) is Xs = i, for all se[t,t + A]. Then 

X{Xt + A = i} Lt+AL;i = exp {(m - 1 + q(i, i, t)) A + (l - _(., i)) A + o(A)} = 

= 1 + (m - 1 + ^(i, i, i) + 1 - a(t, i)) A + o(A). 

2) With probability of order o(A) is Xt+A = i, and there are at least two state 
changes of X on \t, t + A~\. 

3) With probability (m — 1) A + o(A) is Xt+A + i, and consequently, x{Xt+A = «} = 
= 0. 
The result is 

(106) Z{l{Xt+A = i] Lt+AL-' | X, = i} = 

= 1 + (q(i, i, () + 1 - a(t, ()) Zl + o(A) as Zl -» 0 + . 

From (104), (105), (106) we conclude that 

'-,+_ ~ '_« = E / e , .(j, i, t)A + lQt(q(i, i, t) + 1 - _(?, i)) A + o(A). 

Hence, for JVr = _Vr_ we get the differential 

(107) d'_r = YJQt q(jt i} {) dt + >e,(l - a(t, /)) dt. 
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(103) and (107) can be combined into 

(108) d 'Q, = X V q(j, i, i) dt + '".,_(a(., i) - 1) (d/V, - d.) , i eI. 
j 

The initial conditions are 'Q0 = p„ie I. System (108) for the unnormed probabilities 
'Q, i 61, is more suitable for computational purposes than the system which we shall 
obtain for % iel. (108) is linear, its solution has jumps when N, - /V,_ = 1, 
a(t, i) + l. 

It is not difficult to compute now the differential d %. First we determine its 
purely discontinuous component. Let JV, — jV,_ = 1, and consequently (103), hold. 
Then 

d V = v - V_ = d V(XV-)-1 -
J 

- V l d V C I V r V r 1 ^ 
/ • J J 

= V_(a(r,o-i)-VIV-Kt, ;)-!)• 
j 

Substituting 
'n, = 'n,_ + d 'it,, 

we get from here 
d V = (IV- <t,7))_1 V(«(., 0 - I V «M) d!v, • 

J j 

The differential of the absolutely continuous component is for TV, = JV,_ 

d v = d vdvr1 - v i d v(ivr2 = 
j J J 

(109) = I V _(/, i, 0 dt + V ( l - a(t, 0) dt -
i 

- V G G V q(Kj, t) dt + %(l - a(t,j)) dt) = 
j k 

= E V «a«. o -'««(«('. o - 1 % <t>j))idt • 
The sought system of filtering equations is obtained by putting both components 

together. In (109) V can be replaced by the left limit V - - W e g e t 

(110) d V = I V _(/. '"» 0 d t + '* / . ( - ( ' . 0 - I V «('>/)) • 
J J 

. (£/nt. a(t, j))'1 (dN, - Ifn, a(t, j)dt), t = 0, j e l . 
j j 

Integrating the last differential in (110) we obtain 

M,-N,~ I £ V o(s,j) ds, t = Q. 

M is a martingale with respect to &N since according to § 3 the rate of TV with respect 
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to 3FN equals 

E{a(t,Xt)\^}~Z%a(j,t), r £ 0 . 
j 

If a(t, i) = a(t), iel, t ^ 0, the observation does not depend on the trajectory of X. 

(HO) turns into the forward system of Kolmogorov differential equations. 

Example 13. Let X have two states 1, 2, and the transition rate matrix 

i. - \ ) . 

Let the rate of the observed process be 

a(t, 1) = a. , a(t, 2) = _ 2 . t _ 0 , a2 4= a t . 

System (108) for the unnormed probabilities 'Q, i — 1, 2, is 

Q 1 i ? 
— Þ. = ~ a i Є, + Єt, 
àt 
1 IV, _ 

-7 2&r = l6t - a2
 2Qt when Nt = N , _ , 

df 

1Qr=1Qt-.<*».2Qt=-2Q,-a2 when JV, - _Vr_ = 1 , 

^ 0 = Pi , 2 -o = P2 • • 
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