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Definition 1 Let G and M be sets and I C Gx M. Then the triple 7= (G, M, I)

Acta Univ. Palacki. Olomuc., Fac. rer. nat.,
Mathematica 39 (2000) 123-134

Special Incidence Structures
of Type (p,n)

FRANTISEK MACHALA

Department of Algebra and Geometry, Faculty of Science,
Palacky University, Tomkova 40, 779 00 Olomouc, Czech Republic
e-mail: machala@risc.upol.cz

(Received January 26, 2000)

Abstract

In [4] there are incidence structures of type (p,n) investigated. These
are such incidence structures J that the corresponding incidence structure
JP of independent sets of 7 has its incidence graph in a simple-join-form.
In this paper some special incidence structures of type (p, n) are examined.
The conditions R = R**! and a} ¥ m} (the donotation is introduced in
[4]) are valid in them. The paper has two parts. At the end of part II
the main theorem describing incidence graphs of such special incidence
structures of type (p,n) is formulated.
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is called an incidence structure.® If A C G, B C M, then we denote

And moreover, we dencte A™ := (AT)¥, B := (B¥)? for AC G, B C M and

{g}*

A'={meM|gIm Vge A}, B*={geG|gIm VYme B}.

=g, {m}t:=mtforge G,me M.

"Supported by the Council of Czech Government J14/98: 153100011.

IThe triple (G, M, I) is called an incidence structure with regard to consecutive applica-
The name “kontext” is used more frequently in literature—see [1] where the denotations

tions.

are taken from.
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124 Frantisek MACHALA

Definition 2 An incidence structure J, = (G1,Mi,I1) is embedded into an
incidence structure J = (G, M,I)if Gy CG, M; C M and I; C IN(Gy x My).
If , =IN(Gy; x M), then J; is a substructure of J.

A subset A C G is independent in G if a ¢ (A — {a})™ for all a € A. In
what follows we denote A, := A — {a}.

If A C G, then we put X4(a) := A} — {a}' for a € A. Then X“(a) = 0 iff
a € Al'. Hence the set A is independent in G if and only if X4(a) # @ for all
a € A. Moreover, m € X4 (a) iff {m}*N A = A,. (See [3].)

Let a non-empty set A C G be independent in G. Then we put X = {X“(a) |
a € A}. For every choice Q4 = {m, € X4(a) | X“(a) € X} C M from the set
X (which exists according to the axiom of choice) we define an A-norming map
a: A — Q4 by the formula a(a) = m, for all a € A.

A set B C M is independent in M if m ¢ (B—{m})}' = B} for allm € M.
If m € B, then we put Y2(m) = B} — {m}*. B is independent in M if and
only if YB(m) # @ for all m € B. Moreover, a € YB(m) iff {a}" N B = B,,.

Let a non-empty set B C M be independent in M. Then we put J =
{YB(m) | m € B}. For every choice QF = {a,, € YB(m) | YB(m) € Y} CG
we consider a map 3 : B — QP given by the formula 8(m) = ap. It will be
called a B-norming map.

Let A C G, B C M be independent sets in G, M, respectively. Then each
A-norming map A — Q4 and each B-norming map B — Q® are injective and
the sets Q4, QF are independent in M, G, respectively. (For the proof see [3].)

Definition 3 Let us consider an incidence structure J = (G, M, I) and a pos-
itive integer p > 2. Let GP and MP be the sets of all independent sets of G
and M of cardinality p, respectively. Then J? = (GP, MP,I?) is an incidence
structure of independent sets of J, where AIPB if and only if there exists an
A-norming map o : A — B for A € G, B € MP.

Remark 1 If GP = @, then M? = () and J? = (0,0, 0).

Definition 4 J = (G, M, I) is said to be an incidence structure of type (p,n),
where p > 1, n > 1 are positive integers, if there is GP = {A°,..., A"}, MP =
{B°,...,B" '} in JP = (GP,MP,I?) and Ai I* BJ iffi = j or i = j + 1 for all
j€{0,...,n—1}

Remark 2 If J is a structure of type (p,n), then the incidence graph of the
structure J? can be drawn in the form

BO Bl Bn—2 Bn——l
MP:

GP:
AO Al A2 An—l An

and J? is called a simple join.
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Theorem 1 If 7 = (G, M, I) is an incidence structure of type (p,n), then

(a) |AAN A =p—1 foralli€{0,...,n -1},
() BB+ =p—1 foralli€{0,...,n—2}.

Proof For the proof see [4].
Denotation In what follows we suppose that R’ = AN A**!, A* = {a]} UR?,
A ={ai1}UR fori € {0,...,n—1} and Q* = B'Nn B!, B' = {m!}u Q?,
Bi+1 = {mi+1} U Qz for 7 € {0, cee, U — 2}

In the following theorems there is always an incidence structure J = (G, M, I)
of type (p,n) given and the previous denotations are respected.
Theorem 2

a) a;TﬂBi = alTH N Bt for alli € {0,...,n— 1},

b) m N A =ml N A for alli € {0,...,n - 2}.

Theorem 3

A

a) a, € m <= a, ¢ m}

i+17
b) m; € a;:-1 = mj¢ azT+27

foralli e {0,...,n—2}.

Theorem 4
a) If0<i<n-—2, then a} # ai+1,a;+1,ai+2,a'i+z;
b) If 0 <i < n—3, then m} # M1, Miyq, Mito,Miyo-
For the proofs of Theorems 2-4 see [4]-

We will investigate special incidence structures J = (G, M, I) of type (p,n)
in which n > 2 and Af N A1 = Ai+l N A2 that is RP = Ri+! for certain
i€ {0,'...,n — 2}. We assume that Rt = {91,---,9p—1}-

We have Ai A+l Ait2 C @; Bi Bit! C M and A' A+l A2 € GP;
B!, B"t! € MP. Let us consider the substructure J = (G, M,I) in J? in
which G = {A?, A1 A2} and M = {B%, B"*'}. Its incidence graph is

~ Bi Bi+1
M:

At A1 A2
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In what follows we consider a substructure J; = (G1,M1,11) in J where
Gi = AtU A1 U A2 M, = Bt U B,

By Theorem 3 in [3] JF = (G}, M7, I7) is a substructure of J? and from
Theorem 2 in [3] we get A, A1 A2 € GY, B', B! € M{. In the following
theorem we show that Jf # J.

Theorem 5 If ai X m!, then the incidence structure J{ has a graph

B¢ Bitl Xt Xx? Xxr-1
M?:

ed
1 . h .
AlAL g ot cr-1

and if a; I m}, then it has a graph

i i1 X
MP: B* B

Gi: R T
Az A1,+1 Az+2 C

Proof We have denoted A° = {aj} U R', A" = {a;11} UR' = {a,,} UR™",
A™? = {aj42} U R and B = {mj} U Q’, B! = {m;:1} UQ". Thus
aiy1 = aj,, because of R = R**!. Since A’ I” B*, there exists an A‘-norming
mapping a : A* — B,

1. Let us assume that a} £ m}. Then a(a}) = m}, a' N B = Bfn2 = Q!
and m}¥ N AP = Ai’.' = R If we put a(g;) = n; for j € {1,...,p— 1}, then
a(RY) = Q' and g} N B' = Bj, (for the incidence table of 7 see Figure 1).

Il ny . . . . Mp—1 m; mi41
9 R B R

Gp-1 | - [- - - - -1 -

Qi1 | - |- - - -] -

aiy2 | - |- - - -] - | =
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From Theorem 4 it follows that aj # ai+1,a;42 and m} # miy1. Since
aj ,I’ m} we obtain a} I m;4; by Theorem 3a). By Theorem 2a) we get a TﬁB' =
z+1 N Bt = Q? whlch yields a;41 4 m}. From a;;; = a/,, and from Theorem
3b) we get ai12 I mj. By Theorem 2b) we have m/* n Al = m ﬂ AL
follows that R C mfﬂ and a;1 4 miy1. Finally, af,, N B! = af, B‘“
This implies Q* C a,TH and a;42 £ miy1. Now, the table of the 1nc1dence
structure J; is uniquely determined (up to isomorphism).

Let us consider a set X7 = {ml,m,+1} U@ - {ﬂg}) = M1 — {n;} for
each j € {1,...,p— 1}. Then {a{} = m;), {aire} = YXi(mip1), {1} =
Y¥Xi(n) forl e {1,...,5—1,j+1,. ..,p— 1} and X7 € M” If we put C7 =
{al,ait2} U (R" — {gj}), then C7 € G} and CJ I? X7, We have obtained
GP = {Al AL A2 01 or1), MP = {B', B!, X! ... XP~'} and JP
has a graph stated in Theorem.

2. Let us assume that a} I m}. Then a(a}) # m!. By putting a(a}) = n we
get n € Q* and ;' NB! = Bi. Obviously, a(g;) = m), for some j € {1,...,p—1}.
For certainty we assume j = p — 1 which yields a(g,—1) = m} and g},_l NB =
Bﬁni = Q', gp—1 4 m}. Let us denote a(g) = n; for L € {1,...,p — 2}. Then

g9/ NBi= Bi, (Figure 2).

Il ni|n . . . m; mit+1
9 |- - - - -1 -

g1 |- | - |- - -

!
a) - - - - -

Qi1 i D
it -l- - - -
Figure 2

From Theorem 2a) we know that a},, N B' = Bi. Since a} I m}, we obtain
a} &' mi41 according to Theorem 3a). Moreover, my, ; N A1 = A+l by The-
orem 2b) and a;42 4 m} by Theorem 3b). Finally, we get a],, N Bi*1 = Bit1,
The table of the incidence structure J; is completely determined again.

Let us put X = {m},m;y1}U(Q'—{n}) = Mi—{n}. Then {a'} = YX (mit1),
{ait2} = YX(m{) and {g;} = Y*(n) for I € {1,...,p—2}. Thus X € M}.
If we put C = {aj,a;42} U (R — {gp-1}), then C € G} and C I” X. We have
obtained G} = {A?, A1 A2 C}, MY = {B!, B"*!, X} and J} has a graph
stated in Theorem. a

Remark 3 My colleague V. Tichy has devised a computer program assigning
to every incidence structure J = (G, M, I) for |G|,|M| < 12 all incidence struc-
tures J? of independent sets of J. In Example 1 there is for p = 5 and a} & m/,
in a) an incidence table of the structure J1 presented (please compare to Figure
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1), in b) and c) there are introduced all independent sets of cardinality p of
G1, My, respectively, and in d) there is a graph of the incidence structure J;’
drawn (similarly in the other Examples). For technical reasons the denotation
in Example 1 is rather different from the text. Example 2 shows the situation
in case of p = 5 and a} I m}. Also in the following text some computer picture
will be enclosed occasionally.

Corollary 1 Let J = (G, M, I) be an incidence structure of type (p,n), n > 2.
Then there ezist distinct i,j € {0,...,n — 1} such that R* # R7.

Proof Assume R' = R for each possible i. If we consider sets A°, A, A2 € GP
and B B! € MP, then A°N Al = A'N A% = R and A? = {a2} U R. According
to the proof of Theorem 5 there exists a set C € GP such that ax € C and
C = A' for certain | # 0,1,2. Then A' = {@;} UR and since a2 € A!, ay ¢ R,
we get a; = ay. Thus A% = A! and this is a contradiction. m!

In what follows we will investigate only special incidence structures of type
(p,n) in which a} Z m}, that is G} = {4}, A1 A2 Ct ... ,CP~1}, MP =
{BL,BHL X1 . XPY R = {g1,...,9p-1}, @ = {n1,...,np_1} and XJ =
{m;’mﬂ-l} U (Qz - {nj})’ Ci= {a;1ai+2} U (Ri - {gj})-

Theorem 6 If A I” X7 for A € GP — GY, then A IP X" for some r # j and
C'NA=C"NnA.

Proof Since A € GP — G¥ there exists a € A, a € G — Gy. From A4,C7 I? XJ
and by Theorem 1 we get |C7NA| = p—1. It means that A = {a, a}}U(R'—{g;})
or A ={a,ai12}U(R' - {g;}) or A= {a,a},ai12} U(R' —{g;, 91}) where | # j.
There exists an A-norming mapping a : A — X7 because A I? X7J.

a) Assume that A = {a,a}} U (R’ — {g;}). It is clear that A, = {al} U
(R - {g;}) € m}y,. Thus m{,, N A = A,, a’ N X7 = XJ ., which implies
a(a) = miq1 (see Figure 1). Moreover, a(g;) = n; for all | # j and a(a}) = m].
Let a £ nj. Then A I” B! but this is a contradiction to A # A%, A1 (see
Example 3 where p = 5, j = 2, a = g3, B' = B', A = A%). If a I nj, then
A’ I? B! where A’ = {a} U R'. That is a contradiction again (see Example 4,
p=25).

For brevity we will not bring all the incidence tables or computer pictures
in the following text.

b) Assume that A = {a,a;12} U (R’ — {g;}). Hence a(a) = m!,a(ait2) =
miy1 and a(g) = n; for all I # j. If a Z nj, then A I? B**! and this is a
contradiction. In case of a I n; we have A’ I” B where A’ = {a}U R’ and that
is a contradiction again.

¢) We have obtained 4 = {a, a}, a;+2 }U(R*—{g;, g-}) for certain r # j. Thus
a(a) = n,, a(a)) = m}, a(air2) = mip and a(g) = n; for 1 # j,r. If a I nj,
then A’ I? Bt where A' = {a,a!} U (R' — {g,}) and that is a contradiction.
Thus a £ n; and A I’ X". In Example 5 there is an incidence table of a
substructure J» = (G2, M2, I5) of J and a graph of the incidence structure Jy
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where Go :Glu{a}, M, :Ml,p:S,j:Zr: ]_,A:Ag, X :B5’
X" = BS. Obviously ANCY = {a},ai42} U (R — {gj,9-}) = ANC". m|

Theorem 7 Let J be a special incidence structure of type (p,n) where a} £ m/.
Then p is odd.

Proof Let us denote L = {1,...,p—1}. For j € L we have C7 € G}, X7 € M}
and C79 IP XJ. Since J is of type (p,n) there exists a (unique) set A € G» — G}
such that A I” X7. By Theorem 6, A I” X7 for certain r € L, 7 # j. Then
@ : j — ris an involutory mapping of the set L. Hence p — 1 is even and p is
odd. ]

Since J is of type (p,n) it follows from the graph of phe substructure J¥ that
there exists either a set Bi*2 € MP where A2 I? B2 or a set Bi~! € MP?
where A* I? Bi—1,

Proposition 1 Ifi < n—2, then there ezists a set B> and B2 = {b, m;;2}U
(Q*—{n}) for certaink € {1,...,p—1} where b € G—Gy. Ifi > 0, then there
exists a set B"~! and B! = {¢,m/}U(Q* — {ni}) for certainl € {1,...,p—1}
where c € G — G.

Proof 1. Let i <n—2. Then i+ 2 < n and there exists a set B2 € MP such
that A2 I? Bi+2. Obviously Bi+2 ¢ MY and there is b € Bi+2 b ¢ M,. Since
|[B*' N B2 = p—1 and B! = {m;;,} U Q' we get either Bi+2 = {b} U Q*
or B2 = {b,m;11} U (Q* — {ny}) for certain k € {1,...,p—1}.

Assume that B2 = {b} U Q. There exists a B‘*2-norming mapping £ :
Bit? 3 4i+2 because A2 IP Bi*2. Tt is easy to see that 3(b) = a;12, B(n;) =
gj for j € {1,...,n —1}. If a;4; &' b, then A [P B*2—3 contradiction.
Similarly, a} £ b implies Ai I? Bi*? and we get a contradiction again. Thus
al,ai+1 I'band b*NG1 = Gy — {ai12}. Let Jo = (G2, M2, I) be a substructure
of J where Gy = G1, Mz = M1 U {b}. Then Y; = {b,m}} U (Q' — {n]}) € M},
Dj = {ai11,ai42} U(R' = {g;}) € G} and C/,D; I? Y; for j € {1,...,n — 1}.
In Example 6 there is an incidence table of the substructure T2 for p =25 and
an incidence graph of J3.

Since J is of type (p,n) there exists A2 € GP such that A+3 [P Bit2 where
A3 ¢ GY. Hence there exists a € A3 ,a ¢ G1. From A% = {a;;»,} U R! and
|Ait+2 DA‘+3| =p—1weget A3 = {a} UR! or A3 = {a,ai12} U (R - {g,})
for certain p € {1 .,p— 1}. Let us consider a substructure J3 = (G3, M3, I3)
of j where Gg = G1 U {a} M3 = ]uz = ]\/.{1 U {b}

First suppose that A3 = {a} U R'. There exists an A**3-norming mapping
a: A3 — Bi*? such that a(a) = b and a(g;) = n; for j € {1,...,p—1}. If
aZ m!l, then A"*3 I? Bi—j contradiction. Similarly, a & m;i1 yields Ait3 [P
Bt Thus a I mi,m;y; and A; I” Y; where A; = {a,a}} U (R’ - {g;})
for j € {1,...,p — 1}. However, we have obtained a contradiction because
i, D; I?Yj.

Now it is clear that A3 = {a, a;;2 JU(R'— {g,,}) Then a(a) = ny, ala;s) =
b,a(g;) = nj for j # p where a : A3 — B**? is an A**3-norming mapping. If
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a I m!, then A’ I? B where A’ = {a,a}} U (R — {9,}). 1t is a contradiction.
Slmllarly, a4 m; implies A" I’ Y? where A" = {a,ay,} U (Q' - {gp}) and this
is a contradiction again since C?, D, I* Y?. We get Bi+2 £ {b} U Q* and hence
BH? = {b,mi11} U(Q" — {n«}).

2. In case of i > 0 there exists B! € GP such that A I” Bi~1. Asin 1.
we can prove that B*~! = {¢,mi} U (Q' — {m}), c€ G — G,. O

Proposition 2 Let i < n —2 and B™? = {b,m;1} U@ —{m}). If o =
(G2, M2, Iy) is a substructure of J such that G2 = G, and My = M; U {b},
then:

a) In case of a} X' b the graph of J¥ is

Bi Bi+1 Bi+2 Xk

S

Gy: N
Al Az+1 Az+2 Ck

b) If a; I b, then i >0, B = {b,mi} U(Q" — {n;}) and the graph of J?
(where Bj = {b,mj,miy1} U (Q" — {ng,n;}), j # k) is

P Bi-1 pi pitl Rit2 XJiBi Xk
2- VW
Gy .

At Aitl A2 Ck

Proof There exists an B**2-norming mapping 8 : Bi*? — A**2 such that
B(b) = gk, B(miy1) = ai+2 and B(n;) = g; for j # k. From a;11 I b we get
A1 IP B2 and it is a contradiction. Thus a;+1.Z b.

a) Let a} Z'b. Then C* IP B**2. Since a}.Z b,m} and a;+1 4 b, m} there does
not exist B € MY containing elements b, m} and J} has a graph stated above.
In Example 7 there is an incidence table of J> and a graph of the incidence
structure JY for p=5, k = 2.

b) Let a; I b. Then A* I* B' where B' = {b,m.} U (Q" — {nx}), that is
B' # B'. Thus B' = B! and i > 0. For j # k we get B; = {b,m},m;11} U
(Q* — {nk,n;}) € ME and C’ I” B;. Example 8 shows a table of J> and a
graph of J3. O
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Proposition 3 Leti > 0 and B'~! = {¢,m/}U(Q'—{n}). If Jo = (G2, My, I,
is a substructure of J where G2 = G, My = M; U {c}, then:
a) In case of aiy2 4 c the graph of JY is

Xl Bz‘—l Bi Bi+1

8

Gy . A
Cl At Az+1 Az+2

b) If aiy2lc, theni <n—2, B = {¢,mi11} U (Q* — {ni}) and the graph
of J¥ (where Dj = {c,mj,miy1} U (Q* — {ny,n;}),5 #1) is

ME: Xt D; xi
G5 w

c! AP AL git?

i-—l z Bz+1 BH—"

The proof is similar to the previous proposition.

Proposition 4 Let 0 < i <n—2 and B™*? = {b,m;11}U(Q" — {nt}), B! =
{e,mi} U (Q" — {m}). Then the following statements are equivalent:

(1) k#1,

(2) a} b,

(8) a2 c,
(4) b‘ﬂGl ;éciﬂGl.

Proof (1) = (2) Let k # [ and a}Ib. By Proposition 2b we have B*~! =
{b,mi} U (Q* — {nx}) = {e,mi} U (Q! — {m}). Since b,c ¢ My we get n; = ny,
I = k and it is a contradiction. Thus a}Z'b.

(2) = (3) Let @\ .2 b. This implies C* I? Bi*2. If a;1» I ¢, then Bi*? =
{c,mi1}U(Q — {n,}) = {b,mi+1} U (Q" — {nx}) by Proposition 3b and hence
k = I. Now we get C*I? B**+2 by Proposition 2a and C* ¥ B**2 by Proposition
3b. This is a contradiction.

(3) = (4) If aj o L c, then a;y2 ¢ c*. It follows from the proof of Proposition
2 that a;12 € b* and hence ¥ NGy # ¢t N G;.

(4) = (1) Let b* NGy # ¢t NGy, that is b # c. If a} I b, then B! =
{b,m}U(Q"—{n}) = {c,m;}U(Q*—{n}). Thus b = cand it is a contradiction.
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Therefore a, Z b and C* 1P B+2. We know that ai+2 4 ¢ which yields C* I?
B~ If k = I, then C* I? X* B'~! B2 and this is a contradiction again.
Thus & # 1. O

The folllowing proposition is also valid:

Proposition 5 Let 0 < i < n—2 and B*? = {bym;11} U (Q! — {nx}), B! =
{e,m;} U (Q" — {ni}). Then the following statements are equivalent:

(1) k=1,
(2) ailb;,
(3) air2lc,
(4) b=c.

Now let us assume that B*+2 = {b,mi11} U (Q* — {n}), @} L bfori < n—2
and B! = {e,m!} U (Q" — {n}), ai+2 £ ¢ for i > 0. It means that for
0 < i < n — 2 the conditions (1)-(4) from Proposition 4 hold.

Theorem 8 If there exists B € M?, B # X for j # k,l such that C7 I? B,
then C™ IP B for certainr # j,k,l and X’NB = X"NB.

Proof Let B € M? has the properties described above. Then there exists a B-
norming mapping 8 : B — CJ. If J» = (G2, M, I,) is a substructure of 7 where
Gy = G, My = M; U {b,c}, then B ¢ M} since B # B!, Bi+2. Moreover,
there exists d € B such that d € M — M. From C7 I? XJ, B we get | X' N B| =
p—1 and hence B = {d,m.} U (Q* — {n;}) or B = {d,mi+1} U (Q* — {n;}) or
B= {dv mgfmi-i-l} U (Qz - {nj’nr})'

a) Let B = {d,m}} U (Q* — {n;}). Then B(d) = ait2,B8(m}) = a} and
B(ng) = g, for ¢ # j. If g; X d, then A'I?PB. This yields B = B! since
B # Bi. In case of i = 0 we get a contradiction. If i > 0, then C' I” B by
Proposition 3a and it is a contradiction again. Let g; I d. Then A*™2 I? B’
where B' = {d} U @® and that is a contradiction.

b) Assume that B = {d,mi;1} U (Q" — {n;}). Then B(d) = a}, B(mis1) =
a2 and B(n,) = a4 for g # j. If g; £ d, then A2 I” B and B = B**2. In case
of i = n—2 we get a contradiction. If i < n—2, then C* I B by Proposition 2a
and it is a contradiction again. Let g; I d. Then A* I? B' where B' = {d}U Q'
and that is a contradiction.

¢) Now it is obvious that B = {d,m/, m;;,}U(Q" — {n;,n,}). Then B(d) =
9r, ﬂ(m’i-}-l) = Qit2, :B(m;) = a; and ﬁ(nq) = 9q for q 75 g If gj I da then
A2 IP B’ where B' = {d,mi41} U (Q? — {n,}). Since B’ # B**! we obtain
B’ = B**?. In case of i = n — 2 we get a contradiction. If i < n — 2, then
B2 = {b,m;;1}U(Q" — {nk}) and this is a contradiction again because b # d.
Thus g; £ d and C™ I? B.

Let i <n—2. If r = k, then C*¥ I? Xk Bi+2 B and that is a contradiction.
Hence r # k. For i > 0 we get r # l. Obviously X/ N B = {m},m;y1} U (Q* —
{nj,nr}) =BNX". (]
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In Examples 9, 10 there are tables of substructures J» = (Ga, Ms, I,) of J
for G2 = Gy, My = My U {b,d} where p =5,j = 1,r = 3. The case of a;+11d
is in 9 and the case of a;+1 .4 d is in 10. It is showed that both these incidence
structures have the same graph. Furthermore, B = Bg, CJ = A7, C" = As.

For certainty let us suppose 0 < ¢ < n — 2 and denote L = {1,...,p — 1}.
Let ¢ : L — L be the mapping mentioned in Theorem 7. If C7 # A% A", then
there exists B € MP, B # X7 such that C7IPB. It follows from Theorem 8 that
there exists a unique j' € L such that C7' I? B. We put £(j) = j'.

Let us consider a substructure J» = (G2, M, I) of J where Gy = Gy, My =
M; U {b,c}. According to Proposition 2 we get C* I? B*?, X¥. There is
A €GP, A# Cksuch that A I X*. If we put (k) = ko € L, then A I? X*
and C* I? X*2. Moreover, let us put Ay, := A (see Figure 3).

MP Xliz Xla Bl3 Xlz Xl Bi—l B! Bi+1Bi+2 Xk sz Bk2 Xks ‘ch_.,-l

(*)

p.
& do Ay,  Cl Cl A, U AT AHIATE O A, O CR Ay, AT
Figure 3

If C*2 # A™, then there exists B € M?, B # X*2,C*2 I? B. From Theorem
8 we get C*s IP B where k3 = &(ky) = Ep(k). We know that C*2 P X*s and
let us put By, := B. There exists A € G?, A # C*s such that A I? X*s and so
on. For certain j; € L we obtain C*i1 = A™ where @€...¢p(k) = kj,.

Similarly, it follows from Proposition 3 that C* I? B*~!, X* and for certain
j2 € L we get Cliz = A® where ¢¢...£p(l) = l;,. The numbers j;, j, are even
and j; +j» = p — 1. See Figure 3 for a graph of the incidence structure JP
where the graph of JF is emphasized. By assumption we have 4i N Al =
A+t 0 A2 Tt follows from Theorem 6 that C*-1 N Ay, = Ag; N C*i where
ky o=k, j € {l,...,5 — 1} and Cb-1 N A, = A, N Cl where I =1, j €
{1,...,j —2}. Now we have Bit1 n Bi+2 = Bi+*2n X* Bin Bi~1 = Bi-1 n X!
and X*%-1 N By, = By, N X% for j € {2,...,51}, X' N By, = B;; N X' for
j €12,...,j2}. By Theorem 7 the number p is odd, thus p = 2¢+ 1. For ¢ > 1
we get n = 3q + 2.

See Figure 4 for a graph of such an incidence structure J? that i = 0.

ur B B! B2 Xk xk» B, Xks  Xhe-z ke

(%)

GP:
A° Al A2 Ck Akz Ck2 ks Ckp-2 Akp‘l Ckp__l

Figure 4
Similarly for ¢ =n — 2.
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