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Abstract 

The aim of this paper is to generalize the results of Farwig, Novotny 
and Pokorny presented in [3]. We consider certain class of modifications 
to the Oseen problem and show that the fundamental solution to the 
(modified) Oseen problem admits similar asymptotic properties as the 
fundamental solution to the (classical) Oseen problem. 
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1 Introduction 

Let us consider the following problem 

^ ) + 3 = + o V P = f}-e«". (U) 
u = u* at dn (if ft ?-: RN), 
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170 Milan POKORNÝ, Petr TROJEK 

with ft an unbounded domain in E , N = 2, 3 and A an elliptic operator given 
by 

A = - A + A ) . (1.2) 

The operator A0 is defined as follows 

rv Li 

dxkdxi 

N д2 

Ao = £ ««я-7S^. (L3) 
k,l=l k<l 

aw £ E for A:, / = 1 , . . . , N, k < /; moreover, because of the ellipticity, akk < 1 
for k = 1 , . . .jN (further conditions for aki will be stated later). 

It is well known (cf. e.g. [1]) that many properties of solution to (1.1) 
are connected with the asymptotic properties of the fundamental solution to 
this system, see (V4) below. Similar problem with A(u) = — Au + a | ^ was 
studied in [3] and in [6], where the authors took full advantage of the fact that 
the asymptotic behaviour of the derivative of the Oseen fundamental tensor 
with respect to the first variable is substantially better than with respect to 
other variables. These results were applied to studies of asymptotic properties 
of solutions describing steady flow of viscoelastic fluid in exterior plane and 
three-dimensional domains, see [4], [5]. 

Now we will be concerned with the study of the fundamental solution to 
system (VI). As for notation, the symbols Oa and e with the components (9g 
and ej, i, j = 1 , . . . , N denote the fundamental solution to (VI) . Let us consider 
i n E ^ , N = 2,3 

A(Og)(x;2A) + 2A^Og. (x ;2A) + § | ( x ) = < ^ ( x ) 

©ta-\>-o <L4) 

in the sense of S', i.e. the dual to the Schwartz class of functions, and with 
5(-) the Dirac delta distribution having support at 0. The basic idea how to 
construct the fundamental solution to (VI), similarly as in [3], is to search the 
solution in the form 

CT(x; 2A) = 0 ( x ; 2A) + E a ( x ; 2A), (1.5) 

where O is the fundamental solution to the classical Oseen problem, i.e. system 
(1.1) with akl = 0. 

2 Notation, basic properties 

Throughout this paper are vectors, vector- and tensor-valued functions printed 
boldfaced. Let Q C RN be a domain. We use also the standard summation 
convention, i.e. we sum over twice repeated indices, from 1 to N. Further 
the Lebesgue spaces are denoted by LP(Q), the Sobolev spaces are denoted by 
Wk,p(Q,), both equipped with the standard norms || • \\p and || • ||&}P, respectively. 
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Let V(Q) denote the space of compactly supported smooth functions which 
is equipped with the standard topology; its dual space called the space of dis­
tributions we denote by D'(fi). Let T,G G D'(fi). The distributional derivative 
will be denoted by DaT, the direct product of distributions by T x G and the 
convolution of distributions by T * G, see e.g. [9] for further details. 

Let us consider the Schwartz class 5 ( E ) defined by 

5(11") = {<pe C°°(RNy, VaJ G NN : sup \xfiDatp(x)\ = Ca# < oo} . 

The dual space called the space of tempered distributions is denoted by Sf. The 
derivative, the direct product and the convolution of tempered distributions are 
denoted identically as for distributions. We recall well known theorem about the 
convolution / * g of the functions / and g belonging to certain Lq(R ) spaces. 

L e m m a 2.1 (Young) 
Let f G Lp(RN), g G Lq(RN), 1 < p < oo, l<q<oo, \ + \ > l . Then 

T>jy f*g G Lr(RN), where \ = \ + \ - 1 and 

| | / * f l | | r < | | / | | p | M l g . 

Proof See e.g [7]. • 
Let us also recall some known facts about the fundamental solution to the 

classical Oseen problem, given by 

(2.1) 
( - A + 2\£-)Oij(x; 2A) + §£ (x ) = M M 

! f ( x ; 2 A ) = 0. 

The fundamental pressure e can be taken in the form 

e,(x) = - | - £ ( | x | ) j = l , . . . , J V , (2.2) 

where £ denotes the fundamental solution to the Laplace operator. 
As for the explicit form of O , see [1]. Let us only note that O is a symmetric 
tensor-valued function which is smooth outside the origin. 

Denote 
s(x) = |x| — x\ and x ' = (#2, • • • XN) • 

It can be proved that 

(i) for Xl > 0 it holds I l ^ f < s(x) < - | f 

(ii) for xi < 0 it holds |x| < s(x) < 2 |x | . 

Finally we mention the homogeneity and asymptotic properties of the fun­
damental Oseen tensor. For the proofs we refer the reader to [1]. 

L e m m a 2.2 Let O be the fundamental Oseen tensor in R . Then 

O i j(x;2A) = ( 2A) i V - 2 ^(2Ax; l ) i,j = l,...,N. 
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Lemma 2.3 Let N = 2. 
(i) Let 0 < |x| < e, e sufficiently small. Then there exists C = C(e) such that 

|Oia(x;l)| <C 

|On(x;l)|, |Ca-(x;-)| < C|ln |x | | 

| V f c ^ ( x ; l ) | < ̂  * > 1 , i , j = l , 2 . 

(ii) Let |x| > R with R sufficiently large. Then there exists C = C(R) such that 

c 
\dx: гOii(x;l) < i+jЛ ш A;>0 

I |x|-î-(l+.)-î-
| V f c ^ ( x ; l ) | < - _ _ 2 f fe>0, i , j = 1,2, 

|X| 2 (1 + S )2 

where VkOij contains all derivatives of the k-th order of O except of - 0 l 1 • 

Let us note that in the case (ii) we could get in some cases better uniform 
behaviour; nonetheless, in applications, it usually does not play any role and 
thus we skip it. 

Lemma 2.4 Let N = 3. 
(i) Let 0 < |x| < e, e sufficiently small. Then there exists C = C(e) such that 

| V * ( ^ ( x ; i ) | < - ^ fc>0,i,j = 1,2,3. 
|X| 

(ii) Let |x| > R with R sufficiently large. Then there exists C = C(R) such that 

• Qk+l+m I Q 

Lrfc/)J/)Tm^i(X;1) - 2 + 2k + l + rn—- 2 + l + m k,l,m>0. 

\oxxox2oxs I |x| 2 (1 + s) 2 

3 Main results 

Using the definition of the fundamental solution to the Oseen problem (see (2.1)) 
and identity (1.5) we can rewrite (1.4) into 

[A - A0 - 2A^]£g(x;2A) = A 0 ^(x;2A) 
_ _ _ _ _ _ _ n -̂i; 

dxi ~ u • 

It is obvious that ej can be taken in the same form as for the classical Oseen 
problem, see (2.2). Our next goal is to determine the fundamental solution E* 
to (3.1)i, it means the solution to the problem 

[A - A0 - 2 A ^ - ] FT(x; 2A) = S(x). (3.2) 

The construction of E* is based on the knowledge of the solution to another 
problem in RN 

[A-2A^-]F*(x;2A)= ( 5 (x) . (3.3) 
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Lemma 3.1 The solution to (3.3) can be taken in the following form 

1 N 

F*(x;2A) = - — - - £ ) 0 « ( x ; 2 A ) . (3.4) 
i=l 

where 0(x;2A) is the fundamental solution to the Oseen problem. 

Proof It is a special case of Lemma 2.1 in [3]. • 
Now we need to change the variables so that operator A — Ao — 2.A f̂~ acting 

on the x-variables becomes the operator A - 2A-^|- acting on new X-variables. 
We choose linear change of variables and using the standard procedure we can 
get the desired relation. 

To shorten notation, let us denote 

/?i = 1 - a u i32 = 1 - a22 /33 = 1 - a3 3 

-4i = 4/?2/J3 - a\z Bi = 2/33ai2 + a i 3 a 2 3 C\ = 2/32ai3 + a12a23 

2 ^ 3 ^ 2 4/33 
2 i /-> ^ 2 , / D ^ 2 

i f i = 4 A - ^ к3=ß2-^ 
(3.5) 

K2 = ( a | 3 - W a X & a ^ + A a f s + £i«as + ai2C*i3<*23 - Afchh) • 

Lemma 3 .2 Let the following equations hold 
(i)forN = 2 

* 2 = -Ä 
(3.6) 

(%%) forN = 3 

Æ X l + v / K^ 2 + v/K 

** - тfe*2+ Ä Ж з (3-7) 
л/3?' 

x i = 7 fe X i + vkx^ vkx* 

X 3 = 

27ien £/je operator A given by (1.2) and (1.3) becomes the Laplace operator 
acting on the ^-variables. 

Remark 3.1 Note that we obtain additional conditions for a ^ , k, / = 1 , . . . , N, 
k <l, namely Kj > 0, j = 1,2,3 (see (3.6) and (3.7)). It is obvious that these 
conditions are fulfilled if and only if the operator A is elliptic. 

Let us denote for N — 2 

ГKx 

and foг ІV = 3 

\ = Ąň. 
vЖ 
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Lemma 3.3 Let N = 2,3. Then E* defined by 

£*(x;2A) = ~ ^ ~ E°«( X ; 2 *) (3-8) 
i=l 

verifies equality (3.2), equality (3.8) is taken in the sense of S', variables x and 
X are connected by equations (3.6) or (3.7). The constants C(2,a) andC(3ya) 
are determined by the following equalities 

C(2,a) = - T ^ T T 
V ' VK1VP2 /O Q\ 

Proof Let N = 2. We put 

£*(x;2A) = 2 F*(X(x);2A), (3.10) 
VA1VP2 

where F* is the solution to (3.3) and variables x and X are connected by (3.6). 
Then 

( ( A x - 2 A ^ T ) F * ( X ; 2A), <D(X)) = (F*(X; 2A), ( A x + 2 A ^ M X ) ) 

= 7Kfvw(F*(X(x)'2~X)>(Ax ~ A° + 2A^T> (x)) 
= (E*(x; 2A), ( A X - A0 + 2 A ^ ) ^ ( x ) ) 

for all </? £ <S(E2). In virtue of Lemma 3.1, it is seen that E* defined by (3.8) 
verifies (3.2). The proof for N = 3 is analogous. • 

Let us mention two important consequences of change of variables stated 
above. 

Lemma 3.4 Let (3.6) and (3.7) hold. Then there exist Li(N) > 0, i = 1,2 so 
that 

Fi(N)|X|<|x|<L2(N)|X|. (3.11) 

Proof The proof comes easily applying the Young inequality. • 

Lemma 3.5 Let (3.6) and (3.7) hold. Then there exist constants Mi(N) > 0, 
i = 1 , . . . ,8 , so that the following estimates hold. 

(i) Let Ki > 0 and xx > 0. Then Mx(N)s(X) < s(x) < M2(N)s(X). 

(ii) Let Ki < 0 and xx < 0. Then M3(N)s(X) < s(x) < M4(N)s(X). 

(Hi) Let Ki > 0 and xx < 0. Then M5(N)s(X) < s(x) < M6(N)s(X). 

(iv) Let Ki < 0 and xx > 0. Then M7(N)s(X) < s(x) < M8(N)s(X), 

where s(x) = |x| — x\ (see also Section 2). 
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P r o o f Let N = 2. We show for instance the case (hi). 
Obviously (|x'| = \x2\) \x2\ = \X2\y/J%. We have 

s(X) < \X\ < 5-1 < 4 ^ -
L\ Li 

For showing the inverse inequality we need to prove that there exists a constant 
C > 0 so that |X|2 < C|K2|

2. The equations of change of variables (3.6) can be 
rewritten into 

X l " 2 A l 2 v ^ A 2 (3.12) 

X2 = \/^2-Y2 • 

As Ki > 0 and #i < 0, we see that 

0 < ^ K i < ^ X 2 

X i < £?kX%' 
Hence 

: 2 + X | < ^ 

The rest of the proof is straightforward 

V - s i V - 5 ^ 1-5 ^ ^ XЛ--Í v 2 

X l + * 2 - ÄÏÃ 2 

s(x) < 2|x| < 2L2 |X| < 2 L 2 C 7 ^ } - < 4L 2 Cs (X) . 

The proof for IV = 3 is entirely analogous. • 

R e m a r k 3.2 The importance of two preliminary lemmas is in the fact that the 
asymptotic properties estimated in the variable X hold in the variable x too. 

Now we shall formulate the lemma connected with the fundamental solution 
to (3.2). For the proof we refer the reader to [1]. 

L e m m a 3.6 (a) Let N = 2. Then 

(i) On e L*>(E2) forpe (3,oo) 

(it) Oij e Lp(R2) forpe (2,oo), i+j > 3 

(Hi) f ^ G L * > ( E 2 ) / O r p e ( § , 2 ) 

(iv) (VO except of S%£) e LP(R2) for p e (1,2). 

(b) LetN = 3. Then 

(i) Oij € L*>(E3) forpe (2,3), i , j = 1,2,3 

(u) g i G L ^ ( E 3 ) / O r p G ( l , | ) , i , j = 1,2,3 

("0 l§f e L P ( R 3 ) / ° r P G (f > D> *>i = X'2'3 and fc = 2,3. 
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Corollary 3.1 (a) Let N = 2. Then 

E* a p ( I 2 ) forpe (3,oo) 

fff G L"(R2) for p G (1,2) 

f ^ G L t < ( E 2 ) / 0 r p G ( | , 2 ) . 

(6) Le£ iV = 3. Then 

£* Gi p (E 3 ) / o rpG (2,3) 

§11 Gtf>(K3)/or p G ( l , § ) 

9Ml£LP(R3)forp€(ll), fc = 2>3" 

Proof It is the consequence of Lemmas 3.3 and 3.6. 

We are now in a position to show the explicit formula for Ef-. 

Theorem 3.1 Let N = 2,3. Then the solution to (3.1)i, E a , can be expressed 
in the form 

N ŕ Я Я 

Æľg(x;2A)= VJ akl — E*(к - У;2A) — oц(y; 2A) <Іy , (3.13) 
* , . = i k<i •!RÍV Xk Уl 

i,j = l,...,iV, the convolutions on the right-hand side are taken in sense of 
convolution in Lp spaces. 

Proof Combining the Young theorem (see Theorem 2.1) with Lemma 3.6 and 
with Corollary 3.1 we obtain that for N = 2, E a defined by (3.13) belongs to 
Lp(R2) for p e (3, oo) and for N = 3, E a belongs to LP(R3) for p £ (2,3), hence 
it is obvious that the convolutions in (3.13) are well defined in the sense of S'. 
We proceed to show that E a defined by (3.13) satisfies (3.1)i in the sense of 
<S'. Let us fix arbitrary (D € S(R ) and let rjm G V(RN) be arbitrary sequence 
tending to 1 in the sense of the space C°°(RN).1 Throughout the proof, A* and 
Ax denote the operator Ax - A0 + 2A^-, and Ax - A0 — 2A^~-, respectively, 

lWe say that um —> 0 in C°°(RN) if Daum =t 0 Va € N^ on each compact subdomain of 
RN,cf. [9]. 
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acting on the x-variables. Then 

(A'xE*(x)Mx)) = (-^(x),.4x¥>(x)) 
IV 

^Too S ^/(^*(x;2A)x47Oii(y;2A),77m(x,y)(Ax^x + y))) 

IV 

= m
1™> Z) ^(^1x;2A)xO,i(y;2A),^[4(^(x,yMx + y))]) 

m °°Jfc,/=l &</ 
IV 

-m
hJSo S ttiw(^*(x;2A) xO i i(y;2A),^^[^(x + y)(Ax7/m(x)y))]) 
m °° M=I *<* 

Iv 

= JSi, E (Q« ( ^ ^ (x; 2A) x Otf (y; 2A), j ^ (r,m (x, y V(x + y)) ) 
° ° M = i k<i 

-aki(-£-kE*{x;2\) x ^7o i i(y;2A),¥>(x + y)( ? ? m(x,y)+Axr /m(x,y))) 

+o«(^-S*(x;2A) x ^o i j (y ;2A) ,^ (x + y)77m(x,y))) 
N 

= E ««(siS«0«i(y;2A),<-(y)). 
fe,t=l A;</ 

Thus E a defined by (3.13) satisfies (3.1)i. The proof is complete. D 

3.1 Behaviour of Ejjj(x) for large |x| 

For simplicity we put 2A = 1; this is enabled due to the following lemma. 

Lemma 3.7 Let Ea be given by (3.13). Then 

Ea(x; 2A) = (2A)7V~2Ea(2Ax; 1). 

Proof It is a consequence of Lemma 2.2. D 

Theorem 3.2 Let N = 2 and let |x| > 1. Then for every k > 0. JE7g(x) 
satisfies the estimate 

| v* i%(x; l ) |< ° - U = l ,2 . (3.14) 
1 ' |X| 2 (1 + $(x)) 2 

Proof Using the asymptotic structure of the Oseen fundamental tensor we get 
that for |x| large2 

V^(x; 1) ~ V* [a22 J -£*•(* - y; 1) * 0<,(y; 1) dy]. 
2Here and in what follows, / ~ g for |x| > 1 means that there exist R,Ci,C2 > 0 such 

that for |x| > R we have Ci|/(x)| < \g(x)\ < C2|/(x)|. 
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Let k = 0. Let x with |x| ̂ > 1 be arbitrary but fixed point. Then 

£ g ( x ; 1) ~ a2 2 ( /_ i ( 0 ) ^ - £ * ( x - y; l ) £ C < , ( y ; 1) dy 

+ / B l ( x ) ^ * ( x - y ; i ) 4 ^ ( y ; i ) r f y 

+ / R » \ B 1 ( O ) \ B I W ^ * ( x - y ; l ) 4 ^ ( y ; l ) dy) 

EE I1(X)+ I2(X) + I3(X). 

We start to estimate Ii(x). Using Lemma 2.3 and Remark 3.2 we obtain 

\h (x)| < C JBlW |X-Y|(l+a(X-Y)) ]5T ^ 

<CIBl(0) |x-y | ( l+5(x-y)) lyT ^ -- |x|(l + s(x)) /_?-.(()) M d y - |x|(l+*(x)) ' 

Analogously we can proceed with I2(x) to get the same estimate. The term 
I3(x) can be estimated by 

|/3(X)I * °L |x-y|(l + S(x-y))|y|(l + S(y)) *" 
The estimates of convolutions of this type were studied by several authors in 
the past, recently these results have been extended to any dimension IV > 2 
by Kracmar, Novotny and Pokorny (see [2]). Since these calculations are quite 
technical, we can not deal with them here and we present only final estimate. 
For technical details see [2] and [8]. 

| / 3 ( x ) [ < . C 

| x | 2 ( l + 5 ( x ) ) 

Our next concern will be the behaviour of the derivative of Ef- for |x| suffi-
ij i i 

ciently large. 
We begin to give an estimate for -^|-Ii(x), i = 1,2. We have 

| £ / i ( x ) | < C / B ^ 

~ J£i(°) |x-y| i( l+S(x-y))f 1̂1 y ~ |x|i(l+S(x))§ " 

As for I2(x), first we change variables and we obtain 

\^M^\wjBm^E*{z-,l)^Oii^-z-,\)dz\ 

- JBl(O) R | x _ z j i ( l + s(x-z))2 - |x|2(l + S(x))2 ' 

To estimate the last term ^frI3(x) is more difficult. Similarly as above we will 
not deal with it and we present the final estimate, for technical details see [3], 
[6] and [8]. 

rAj3(x)| < ° 
\dxt 6K J\ ~ | x | ( l + 5(x))l 

for i = 1,2 and |x| sufficiently large. 
For k > 1 we can proceed analogously. The proof is complete. • 
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T h e o r e m 3.3 Let N = 3 and let |x| > 1. Then for every k > 0, Kg(x) 
satisfies the estimate 

\vkE?j(x; 1)1 < • - - - - — - m . (3.15) 
1 ' |X| 2 (1 + S(x)) 2 

Proof The proof can be done by analogy with the proof in two dimensions. 

• 

3.2 Behaviour of Ey(x) around zero 

For |x| large is the behaviour of the derivative of the fundamental Oseen tensor 
with respect to the first variable different from the behaviour of the derivative 
with respect to the other variables and we used this fact in the previous part. 
For |x| small the situation is different, because the asymptotic behaviour of 
-^-Oij(x) is the same as the asymptotic behaviour of -^-Oij(x)1 k = 2,3. The 
convolution ]^-E* * -^—0^ was studied in [3] and for this reason we have not 
to deal with this case. We only give the theorem, which was proved in [3]. 

T h e o r e m 3.4 Let \x\ < 2. Then EfAx\ 1) satisfies the estimates 
(a) for N = 2 

| £ g ( x ; l ) | < C | l n | x | | 
*. (3.16 

|V*Eg(x ; l ) | < C | x | - * for0<k<2, 

(b) forN = 3 

Moreover, 

| V * £ ľ g ( x ; l ) | < C | x Г * for0<k<2. (3.17) 

E%(x,l) = h(x) + h(x), 

where |V 2 I 2 (x) | < ix.£-i for \x\ < 2 and Ii(x). representing the singular part 

of the second gradient of J5g(x; 1), has the following property: 

f([ h(--y)D?f(y) dy)(0=m(Z)Hf)(0, 

\/3\ = 2 and m(Q represents the Lv-Fourier multiplier, 1 < p < oo. Therefore 
the integral operator T, 

Tf(x)= [ Il(x-y)D^f(y)dy 

maps for \0\ = 2 the space Cg°(MN) into LP(^N), K P < oo and 

\\Tf\\pM»<C\\f\\p,RN 

\\Tf\\p,(9)M» <C\\f\\p,(g)&# 
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for all g, weights from the Muckenhoupt class3 Ap. 

Now we are left with the task of verifying that Efj (x) has zero divergence, it 

means that —^'a,
x' = 0 in <S'. It is not possible to verify this equality directly, 

since we are not able to verify the assumptions for interchanging of the derivative 
and the integral. We can not also follow the approach used in [6], because now 
in contradiction to the situation in [6], the assumptions for Hausdorff-Young 
inequality (see e.g. [7]) are not fulfilled as Eg g LP(RN) for p £ (1,2). Hence, 
we have to employ another technique. Nevertheless, we can also here show4 

Theorem 3.5 Let N = 2,3. Then 

flgg(x;l) 
dxi 

= 0 inS'. 

Proof We show the theorem only for N = 2, from the following technique will 
be seen that the same proof works also for N = 3. 

Let x ^ 0 be an arbitrary but fixed point in M2. The idea of the proof is to 
divide R2 into several subdomains and to modify each of terms from definition of 
E a in such a way that we will be able to verify the assumptions for interchanging 
of the derivative and the integral over each of subdomain for arbitrary but fixed 
point in E 2 , different from the origin. 

We choose e > 0 sufficiently small and R > 0 sufficiently large, so that 

1. x G B* (0) and X e B*(0) 

2. Vz e M2, |z| < e, (|x - z| > 6 and |X - Z| > S) for some 6 > 0 (3.18) 

3 . Vz € M2, |z| >R, ( | x - z | » 1 and |X - Z| > 1). 

We shall study - ^ - ^ ^ ( x ) , for ^ J E g ( x ) and i + j > 2 we can proceed 
analogously. We have 

2 

£%(x;i) = Y, a«IR> s f ^ * ( x - y ; ^ ^ ( y ; - ) < f r 
JM=I fc<z 

= Ji(x) + J2(x) + J3(x). 

Similarly as in the proof of Theorem 3.1, it is sufficient to concern with J2(x). 
First, we make the change of variables and divide the convolution into three 

3The non-negative weight g belongs to the Muckenhoupt class Ap, 1 < p < +co, if there 
is a constant C such that 

P-ii 

sup 
Q 

< C< oo. (wjQ
9{x)dx)(wjQ

9{xr-id*y 
e supremum is taken over all cubes Q in RN. Moreo^ 
4Note that, with some modifications, we could also employ the technique used in [3]. 
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parts 

J2(x) = a2 2 /R 2 ^E*(x - y; l)-^On(r, 1) dy 

= - a 2 2 ( / B H ( 0 ) ^ * ( z ; l ) ^ O n ( x - z ; l ) d z 

+ SB«WikE*^ 1)m-2On(^ ~ z; 1) dz 

+ IBt{o)^E*^)^On(x-z;l)dz). 

Now we apply the Gauss theorem, except of the integral over B£(0). Let us 
note that due to the asymptotic properties of E* and On we have that 

lim / 
r - > o o j Ә f l r ( 0 

—ÆГ(z;l)Øп(z)n2dS = 0. 
(0) 0*2 

Then 

J 2 ( x ) - CY22 ( / B R ( 0 ) ^ ^ * ( z ; l ) O n ( x - z; 1) o!z 

+ / B H ( o ) ^ - 5 * ( z ; l ) 0 i i ( x - z ; l ) d z 

+ W ) ^ * ( z > W i C * - z5 J)^W ^ 5 ) 
= «22(J2l(x) + J22(x) ~ J23(x) + J24(X)) , 

where ri2 denotes the second component of the vector of the unit outer normal 
to the ball with the radius e. 

Now we have to verify the assumptions for interchanging of the derivative 
and the integral separately for each J2«, i — 1,2,3,4. We consider only J 2 i ( x ) , 
i.e. the most difficult term. Here we have to distinguish two cases, first |x | large 
and then |x| small. 

(i) |x | » 1 
Due to the assumptions (3.18), the domain B^(0) can be divided into 2 subdo-
mains B^(0) = Bs(x)L)(B^(0)\B£(x)). It is sufficient to verify the assumptions 
on Be(x). But 

/A.(X) &2
E*& i ) ^ n ( x - z ; i ) ^ z = /fl.<o) &2

E*(* ~ y; - )On(y ; -)<* 

<C/B s ( 0 ) | ln |y| |dy<d 

| ^ ( ^ n z ; l ) 0 i i ( x - z ; l ) ) | < i - ^ ^ ^ f 

and the function on the right hand-side is evidently integrable over B£(x). 
( i i ) | x | < 2 
It suffices to study the J23(x) over Ba(x), where a < min(s, |x| — s). 

/fl.(x) wkE*& l ) O n ( x - z; 1) dz = JBAQ) £2E*(x - y; l ) 0 n ( y ; 1) dy 

< C / B f f ( 0 ) | l n | y | | ^ d y < C 

\-^E*(z;l)On(^-z;l))\<C^^ 



182 Milan POKORNÝ, Petr TROJEK 

Similarly we proceed with J22M, J23(x) and J24(x) and finally we can con­
clude that we verify the assumptions for interchanging of the derivative and the 
integral for x ^ O ; hence we have proved that ---^-(x; 1) = 0 a.e. in E . 

In order to show the equality in the sense of <5', we fix arbitrarily if G <S(R2) 
and 

K^^M^l = I ton £/*.<o>-$(*-)*? H 
2 = 1 
2 

= | , Й + (/ß£(o) Э g Žiľ ; 1 > ^( x ) dx + Л /ðвe(o) ^ - ( x ; lMx)n.(x) d x s ) I 

< C І І 5 o / ô в £ (o ) ì ^ l x H d x s = 0, 

where 11 = (m, n2) denotes the vector of the unit outer normal to the ball with 
the radius e. The theorem is shown. • 

The results proved in this paper are summarized in the following theorem. 

Theorem 3.6 Let N = 2,3. Then the solution to (1.4) can be expressed in the 
form 

Oa(x; 2A) = 0(x; 2A) + Ea(x; 2A), 

where O is the fundamental Oseen tensor and the remainder E a is given by 
(3.13) and has the asymptotic properties established in Theorems 3.2-3.4- More­
over, 

Ea(x; 2A) = (2A)iV-2Ea(2Ax; 1). 

References 
[1 

[2 

Galdi, G. P.: An Introduction to the Mathematical Theory of the Navier-Stokes Equa­
tions I. Springer Tracts in Natural Philosophy, Vol. 38, Springer, New York, 1994. 
KraCmar, S., Novotny, A., Pokorny, M.: Estimates of three-dimensional Oseen kernels 
in Lp-weighted spaces. In: Sequiera A., Beirao da Veiga, H., Videman J.: Applied 
functional analysis. Kluwer Academic, Pluenum Publishers (1999), 281-316. 

Farwig, R., Novotny, A., Pokorny, M.: The Fundamental Solution to a Modified Oseen 
Problem. Zeitschrift fur Analysis und ihre Anwendungen 19, 3 (2000), 713-728. 

Novotny, A., Pokorny, M.: Three-dimensional steady flow of viscoelastic fluid past an 
obstacle, (accepted to Jour, of Math. Fluid Mech.). 

Novotny, A., Pokorny, M.: Steady plane flow of viscoelastic fluid past an obstacle, (sub­
mitted to Applications of Mathematics). 

Pokorny, M.: Asymptotic behaviour of solutions to certain PDE's describing the flow of 
fluids in unbounded domains. Ph.D. thesis, Charles University, Prague & Universite de 
Toulon et du Var, 1999. 

Stein, E. M, Weiss, G.: Introduction to Fourier Analysis on Euclidean Spaces. Princeton 
University Press, 1971. 

Trojek, P.: Some mathematical problems connected with the flow of fluids in unbounded 
domains. Master degree thesis, Palacky University, Olomouc, 1999. 

Vladimirov, V. S.: Generalized Functions in Mathematical Physics. Nauka, Moscow, 
1979 (in Russian). 


		webmaster@dml.cz
	2012-05-03T23:30:08+0200
	CZ
	DML-CZ attests to the accuracy and integrity of this document




