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Abstract

Independent sets in incidence structures are studied in this paper. By
the help of the mappings norming independent sets we define incidence
structures of independent sets. The substructures in them are described.
The questions of reducibility of incidence structures in context with re-
ducibility of corresponding structures of independent sets are also studied.
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Definition 1 Let G and M be sets and I C G x M. Then the triple
J = (G, M,]I) is called an incidence structure. If A C G, B C M are non-
-empty sets, then we denote

A" ={me M |gIm Vge A}, B*={g€G|gIlm VYme B}.
For the empty set we put @1 := M, §* := G. And moreover, we denote A™ :=

(AN, BT = (BY)', ¢" = {g}!, m* := {m}} for ACG, BC M and g € G,
meM.
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Definition 2 An incidence structure J; = (G, M1,1;) is embedded into an
incidence structure J = (G, M,I)if G; CG, M; C M and I; C IN(G; x M;).
If , = IN(Gy x My), then J; is a substructure of 7.

If we put Pg = {A C G | A =_A™}, then the pair G = (G, Pg) is a closure
space in which X™ is a closure of any subset X C G in G. A set A C G is
independent in G if a ¢ (A — {a})™ for all a € A.

In what follows we denote A, := A — {a}.

If A C G, then we put X*(a) := Al —a' for a € A. Then X*(a) = 0
iff A? C a' iff a € AlY. Hence the set A is independent in G if and only if
XA(a) # 0 for all a € A.

Let the subset A C G be independent in G. Then we put X = {X“4(a) | a €
A}. For every choice Q4 = {m, € X4(a) | X*(a) € X} C M from the set X
we define a map a : A — Q4 by the formula a(a) = m,. This map is called an
A-norming map.

If we put Pyy = {B C M | B = B*'}, then M = (M, Pp) is a closure space
again. A set B C M is independent in M if m ¢ (B — {m})}' = B}! for all
m € M. If m € B, then we put Y?(m) = B}, — m‘. B is independent in M if
and only if YZ(m) # 0 for all m € B.

Let B be independent in M. Then we put Y = {Y2(m) | m € B}. For every
choice Qf = {am € YB(m) | YB(m) € ¥} C G we consider a map 3 : B — QF
given by the formula f(m) = a,,. It will be called a B-norming map.

Theorem 1 Let A C G (B C M) be an independent set in G (M). Then
each norming map o : A — Q4 (B — QP) is injective and the set Q4 (QF) is
independent in M (G). (See [3].)

If a : A — Bis a map norming an independent set A of G, thena™! : B — A
is a map norming an independent set B of M. Moreover, from a(a) = m, for
a € A wegetacYB(m,).

Theorem 2 Let J1 = (G, M1, 11) be a substructure of an incidence structure
J = (G,M,I) and G1 = (G1,P¢g,), My = (M1,Pn,) be corresponding closure
spaces in Jy. A set AC G, (B C M;) is independent in G; (M) if and only
if XA(a)N M, #0 for alla€ A (YB(m)NG1 # 0 for all m € B).

Remark 1 If a set A (B) is independent in G; (M), then it is independent in
G (M).

Definition 3 Let us consider an incidence structure J = (G, M, I) and a nat-
ural number p > 2. Let GP and MP be the sets of all independent sets of G
and M of cardinality p, respectively. Then JP = (GP, MP,IP) is an incidence
structure of independent sets of J, where AIPB iff there exists an A-norming
map o : A — B for Ae GP,B € MP.

Remark 2 If G» = M? = {, then J? = (§,0,0). In this case we will write
JP = . Since each subset of an independent set is independent, from G? # ()
we obtain G? # () for 2 < ¢ < p.
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Remark 3 Let A € GP. Then X4(a) # 0 for all @ € A and there exists a
set B € MP and a norming map « : A — B. Similarly for an arbitrary subset
B € M?P. Thus A" # 0, B* # 0 for all A € G, B € MP.

Theorem 3 If J1 = (G1,M,,1,) is a substructure of J = (G,M,I), then
P = (GY,MP,I7) is a substructure of JP.

Proof Let A € G}. It means that A is independent in G; and |A| = p. By
Theorem 2, A is also independent in G and thus A € GP. Hence G} C GP.
Similarly MY C MP?.

Assume that AITB for A € GY, B € M?. There exists a norming map
a:aw m, in Ji, where m, € TA, — Ta (we write the operators 1, | to the
left in 7;). Since TA, — Ta = X4(a) N My, we get m, € X4(a) and « is also
norming map in J. This yields AI?B.

Let AI?B for A € GV, B € M!. Then there exists a map a : a = m,
norming the set A in 7, where m, € X“4(a) N M;. Thus m, € T4, — Ta.
Therefore a is a norming map in 7; and AI{’ B. ]

Theorem 4 Let JI = (GY,M?,I?) be a substructure of J? = (GP, MP, IP)
such that YA # 0, *B # 0 for all A€ G}, B € MP (1,| are operators in J}).
If J' =(G',M',I') is a substructure in J such that

G':UA and M = UB,

A€GY BeM?}
then JY¥ is a substructure of J'P = (G'P, M'P, I'?).

Proof Consider A € G}. Because of TA # () there exists B € M?F such
that AIYB. Since J{ is a substructure in J?, we get AIPB. Hence there
exists a norming map a : A = B in J assigning to every a € A an element
me € XA(a) N M'. This implies X4(a) N M’ # @ and (by Theorem 2) A
is independent in J'. Thus A € G'? and we obtain G} C G'P. Similarly
MP C M.

Suppose that A € G}, B € MP, ie. A C G', B C M' If AI'B, then
AI?B and there exists a norming map o : A — B in J which is at the same
time norming in J'. Thus AI'’B. Conversely, consider AI'’’B. According to
Theorem 3, J'P is a substructure in 7P which implies AI?B. Because of jlp is
a substructure in J?, we obtain AI”B. O

Remark 4 Let the assumptions from Theorem 4 be satisfied. If J+ =
(G*,M*,I") is a substructure in J such that J*? = JF, then Gt? = G'P
and M*tP = M'P.

Example 1 Let us show an example of a substructure J7 in 7? such that there
exists no incidence structure 7 embedded into J with the property 77 = JF.
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I my; | My | M3

91 i r M

92| - - Ay | -

Bl - | - Ay | —

g4 | — - | As | —

gs - | - Ay | —
Table 1 Table 2

An incidence structure J = (G, M,I), where G = {g1,...,95} and M =
{m,m2, m3} is given by the incidence table (Table 1). Let us consider an inci-
dence structure 73 = (G®, M3, I%). Then G® = {A;, Az, A3, As}, M?® = {M},
where Ay = {g1,92,93}, A2 = {91,93,94}, A3 = {92,93,95}, A1 = {93, 94,95}
and Ay, Aa, A3, Ay I® M (see Table 2).

If we denote G = {A;,A;}, M} = {M}, then J? = (G}, M3, I}) is a
substructure in J3, where A, A4 I3 M. Let us assume that 7+ = (G+,M™*,It)
is an incidence structure embedded into 7 such that ,7+3 = J3. Thus G** = G}
and A;, A4 € G+3, AT UA, C GT.

From this Gt = G and M+ = M. Since J7 is embedded into 7, we obtain
I CI.IfIT™ =1I,then Jt = 7 and J*3 = J°. Hence J? = J? and that is
a contradiction.

Assume that I™ # I. Then there exist elements g; € G, m; € M such that
giIm;j but not g;I"m;. Obviously g; € A; or g; € A4. However, it means that
A; or A4 is not independent in G = (G, Pg+). Therefore both A; ¢ G13
or Ay ¢ G*? and from that 7> # J? follows. Obviously TA4; # 0 for all
i € {1,2,3,4} and *M # 0. For a substructure J' described in Theorem 4 we
get J' = J and J? is a substructure in 7'3.

Definition 4 An incidence structure J = (G, M,I) is said to be a disjoint
union of its substructures Jt = (G, M, It), t e T, if G = {Gy |t € T},
M = {M;|t€T}and I ={l;|t €T} are decompositions of the sets G, M, I.

We will write 7 = U,epJt-
An incidence structure J is called reducible if there exists a disjoint union

J = Uer Tt for |T| > 1. In other case J is irreducible. If J = UteTJt, then
the substructures J; are decompositions components of J.

Theorem 5 Let J = U,ETJ}, |T| > 1. We will write the operators 1, to the
right in J and to the left in J,. Then the following statements are valid:

1. If a set A C G is not contained in any subset Gy, then A" = @ and
AN =G.

2. Let A C Gy for certaint € T.

(a) If A # 0, then AT =1 A. Moreover, A™ =1 A if and only if AT # 0.
(b) If A=0, then AN =31 A if and only if +M; = 0.

Analogous statements are valid for subset B C M. (See [2].)
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Theorem 6 Let an incidence structure J = (G, M,I) be reducible. If for a
natural number p > 2 there exists at least two different components of some
decomposition of J containing independent sets of cardinality p, then the inci-
dence structure JP = (GP, MP, IP) is reducible.

Proof Let A be a subset of G of cardinality p > 2. Then A is independent, in
G if and only if there exists t € T such that A C G; and A is independent in
Gt = (Gt,Pg,): Consider t € T and a substructure J; = (G, My, I;) in J. Let
A C G} be an independent set in G;. Then A is independent in G by Theorem
2 and Remark 1.

Conversely, let A be independent in G. At the same time we suppose that
A is not contained in any subset Gy, t € T. Since p > 2, there exists such
element a € A that the set 4, is not contained in any subset G; too. According
to (1) from Theorem 5 we get Al = G and a € Al¥. That is a contradiction.
Hence A C G, for certain t € T. We know that X*(a) = A} — a' # 0 for all
a € A because A is independent in G. Since A, # 0, we obtain Al = T4, by
Theorem 5 (we write the operator 1 to the left in J;) and X“4(a) C M;. Thus
A is independent in G; by Theorem 2.

Similarly we can prove: Let B be a subset of M, |B| = p > 2. Then B is
independent in M if and only if there exists t € T such that B C M; and B is
independent in M; = (M, Pay,).-

Consider a subset 7' C T such that k € T iff G’Z # 0. If A € GP, then
A € GY, for certain k € T' and G? = {G% | k € T'} is a decomposition of GP.
We show that M? = {M} | k € T'} is also a decomposition of MP: Take an
arbitrary k € T'. Then (by the assumption) there exists a set A € G}, and (by
Remark 3) T4 # 0 in [77. Moreover, there exists B € M} and thus M # 0. If
B € MP, then there exists t € T such that B C M; and B € MP. This yields
(by Remark 3 again) that ¥*B # 0 in J? and there exists A € G}. It means that.
G? # 0 and t € T'. Obviously I? = {If | k € T} is a decomposition of I. We
have obtained that J? = UyeqJi- Since |T'| > 1 (by our assumption), the
incidence structure J? is reducible. |

Example 2 Let us show an example of an irreducible incidence structure 7 =
(G, M, I) such that the structure J?, p > 2, is reducible: An incidence structure
J = (G,M,I), where G = {91,...,95}, M = {my,...,my} is given by its
incidence table (Table 3) and incidence graph (Figure 1).

I {my | mo | mg | my
g1 | — —
92 | — -
g3 - -
94 - - -
95 - —

Table 3
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5 g2 g3 94 95
Figure 1

Obviously, J is irreducible. Consider the incidence structure of independent
sets Js = (Gz,MS,I3). Then G3 = {Al,AQ,A3,A4} and ]\43 = {Bl,BQ,Bg},
where A; = {g1,92,93}, A2 = {92,93,94}, A3 = {93,94,95}, A1 = {92,94,95},
B1 = {ml,mg,mg}, B2 = {mg,mg,m4}, B3 = {ml,mg,m4}. Obviously
A, I® By, Ay I} By, A3 I® B, and A4 I® B;. See the incidence table of
the structure 72 (Table 4).

I* [ Bi [ B: | Bs
Al -
A | -
A3 -
Ay =

Table 4

Let us consider substructures J2 = ({41, A2}, {B1}, 1), J5 = ({As}, {Ba2}, L),
J$ = ({A4},{Bs3},I5) in J3. Then J°% = JPUJSUJS and the incidence struc-
ture J7? is reducible.

Remark 5 Let J be an incidence structure. If the incidence structure J? is
irreducible, then the structures 7?1, 7P*! can be reducible.
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