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ON A CANONICAL TWO-DIMENSIONAL SPACE 
OF CONTINUOUS FUNCTIONS 

3ITKA LAITOCHOVÁ 

(Received Danuary 7, 1987) 

This paper is devoted to a study of the global trans­

formation of two-dimensional regular and strongly regular 

spaces of continuous functions from a geometrical point of 

view. Here the so-called canonical space of continuous 

functions is of great importance, since it enables us to 

characterize the spaces of continuous functions under con­

sideration. 

1. The set of real numbers will be denoted by R. If j de­

notes an open interval (a,b), a,b£R, where a may be -co and 

b may be +oo, then the symbol C^ '(j) will stand for a set 

of continous real functions of the real variable t in the 

interval j, while the symbol C^n'(j), where n is a natural 

number, will stand for a set of real functions of the real 

variable t in the interval j, having continuous derivatives 

up to and including the order n. 
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D e f i n i t i o n 1 . 1 . Let y 1 , y 2 . € C ^ ' ( j ) . We say, the f u n c t i o n s 

are dependent on the i n t e r v a l j i f there e x i s t such numbers 

l< 1 , l< 2€R f k^ + k 2 > 0 - t h a t the i d e n t i t y 

k l Y iCO + k2 y 2 ( t ) = 0 

is valid in the interval j. 

2 2 
If for every two numbers k^LfiR, k.̂  + l<2 >0 and for every 

interval j l f 3±C 3 

k± y1(t) + k2 y2(t) f 0 on j 1 

holds, we say that the functions y^. y are independent of 

the interval j. 

Definition 1.2. Let y l fy 2€C* (j) be independent functions 

of the interval j, and k. , l<? € R be arbitrary numbers. By a 

set S of all functions in the form 

k i vi + k2 y2 

we mean a two-dimensional space of continuous functions in 

the interval j or also a space generated by the functions 

V±*Yo w i t n a definition interval j. 

Any ordered pair (z1fz«) of independent functions 

z l fz ?£S will be called the" basis of the space S. 

Definition 1.3. Let t € i, z £ S . The point t will be called o ° r o 
the zero of the function z if z(t ) = 0. 

* o ' 
If t is a zero, of all functions of the space S, then o r 

it is called the singular point of the definition interval j 

of the space S. In the contrary case the point t will be 

named the regular point of the definition interval j of the 

space S. 

The space S is called regular if the definition inter­

val j possesses regular points, only. 

The above definitions are used by K.S t a ch in [5]. 
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Definition 1.4. Let j,3 be open intervals in R. Further let 

S* and S 2 be spaces of continuous functions generated by the 

functions y1, y2 and Y.,,Y2 with the definition intervals j 

and d, respectively. Say, the space S 2 is globally transfor­

med onto the space S,, if there exist 

a) a bijection h : j -> 0, htc' '(J), 

b) a function f C C ^ ' t J ) , f(t) /- 0 for t £ j, 

c) a matrix A = l| a. A , i,k = 1,2, a..6R, det A ^ 0 

T T 
to the vectors v_ = (y^y ) , Y = (Yi»Y

2) »
 s o t h a t f o r every 

t € j the equality 

Y(t) = Af(t) Y[h(t)J (1.1) 

holds, where (.,.) denotes the transposed vector to the 

vector (.,.). The mapping (1.1) will be called the global 

transformation and will be written as 77 = <^Af,h^>. 

The above definition of global transformation corres­

ponds to tha't used by F.N e u m a n in [4] for spaces of 

linear n-th order differential equation solutions. 

The equivalence of definitions of the global transforma­

tion used by O.B o r u v k a in [lj , F.N e u m a n in 

[4] and K.S t a ch in [6"] is discussed in [2^. 

Definition 1.5. Let yi»y 2C^ (J) D e independent functions 

of the interval j. We say that the quotient y2(t)/y1(t) is 

by parts increasing resp. decreasing in the interval j=(a,b) 

provided the following two conditions A aid B are satisfied. 

Condition A. The quotient y2(t)/y1(t) is an increasing 

resp. decreasing continuous function in the intervals des­

cribed by some of the following situations a) - d): 

a) in the interval j if y . i ( t ) ^ 0 for t 6 j; 

b) in every interval (t.,t. J , where t.,t. - for 

i = 0,-1,-2,... are the neighbouring zeros of the 

function y-(t) in j and the endpoints a,b of the in-
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terval j are the onlv cluster points of zeros of the 

function
 y i

( t ) ; 

c) in every interval (t.,t. J , where t.,t. - for 

i = 1,2,3,... are the neighbouring zeros of the func­

tion
 y>1

(t) in j and in the interval (a,t.), if b is 

the only cluster point of zeros of the function y
1
(t), 

or 

in every interval (t . , t_.
+1
)

 f
 where t

—
. , "'•-x+l ^

o r 

i = 1,2,3,... are the neighbouring zeros of the func­

tion y
1
(t) in j and in the interval (t ,b) if a is the 

only cluster point of zeros of the function y
1
(t); 

d) in every interval (t.,t.
 1

) , where t.,t.
 1
 for 

i = l,2,...,n-l are the neighbouring zeros of the func­

tion y
1
(t) in j and in the intervals (a.tj, (t

 f
b) in 

case the function v* (t) in the -interval j has precisely 

n zeros t.; for n=l the interval (t
1 #
tp) is an empty 

set. 

Condition B. At the points t. there exist the following 

limits 

y
2
(t) y

2
(t) 

lim = -oo , lim — = +oo , 

t->t.+ y
1
(t) t-t.-

 Y l
(t) 

resp. 

У
2
(t) У

2
(t) 

lim = +co , lim 

t-̂ t.+
 У l
(t) t-t.-

 У l
(t) 

Definition 1.6. The regular space S of continuous functions 

generated bv the functions
 y i

,
y ?
 with the definition inter­

val j is called stronglv regular exactlv if the quotient 

v
2
(t)/

y i
(t) is bv parts increasing or decreasing on the in­

terval j. 
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Lemma 1.1. Let S be the space of continuous functions gene­

rated by the functions Vj* v? with the definition interval j. 

J_et u,v€S be arbitrarv* functions, wherebv 

u = c1± y± + c± v , 
±± x ±* <L ( 1 2 ) 

v = c21 Yl + c22 v2 , 

where c.. € R are convenient numbers, i,k = 1,2. 

Then it holds: The functions u,v are dependent (independent) 

on j if and onlv if 

C l l c 2 2 " C12 C21 = ° ( C 1 1 C22 " C12 C21 * 0 ) * 

P r o o f . L e t u = c±± y± + c 2 1 v 2 , 

v = c 2 1 v l + c 2 2 ^2 ' 

where the numbers c.^€R, i,k = 1,2. Two possibilities can 

occur: 

a) the déterminant le. I = 0 or 

b) the déterminant |c.| /* 0. 

Ad a) It holds 

cll c22 " c12 c21 = °- C1'3) 

Now there can two cases arise: Either all numbers c. , 

i,k = 1,2 are equal to zero or at least one of the numbers 

c. is different from zero. We will show that in both cases 

the functions u,v are dependent on the interval j. 

1) Let clrl = c12 = c21 = c22 = 0. Then u = 0, v = 0. 

Thus u,v are dependent on j. 

2) Let f.i. c11 jt 0. It then follows from (1.2) on 
taking account of (1.3) that 
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c u v = c n ( c
2 i y i + c

2 2 y 2 ) = c n c
2 i y i + c n c

2 2 y 2 = 

= n c
2 i y i + c i 2

c
2 i y 2 • c

2 i ( c n y i + c i 2 y 2 ) • c
2 i u ; = c A c. 

whence it follows that the functions u,v are dependent on j, 

since the identity 

c21 u - C l l V = 0 

2 2 
on condition c21 + (-C-) >0 is satisfied. 

Likewise we may proceed for c 2 / 0 or c^ /* 0 or 

c22 * 0. 

Ad b) Let c. j- 0. We will show that in this case the 

functions u,v are independent of the interval j We argue 

by contradiction. If there were for every two numbers k̂ k,-,, 
r> o ~ * --

kl + k 2 > 0 ' 

k 1 u ( t ) + k 2 v ( t ) S 0 

in the interval j*. j.C j, then it would also be 

k1(Clly1 + Cl2y2) + k 2( C 2 i y i + C22y2) = 0 

or 

(klCll + k 2c 2 1) y i + (klCl2 + k2c22)y2 = 0 

2 2 
whereby (k^c^ + k2c2 1 ) + (k^c^ + ^2

C22^ > 0 ' s i n c e t n e r e 

cannot simultaneously be 

k l c l l + k2c21 = ° ' 

1 C 1? + ^pCpp = u , 
(1.4) 

because of the fact that Ic.J f 0 and the system of equa­

tions (1.4) would possess a trivial solution k̂  = k2 m 0, 

only. This implies that the functions ylfy2 would be de­

pendent on j, contrary to the assumption. Hence 
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k1u + k2v j£ o 

in every interval j 1, j1 Cj
 and the functions u,v are inde­

pendent of j. 

Lemma 1.2. Let Ŝ, and Sp be spaces of continuous functions 

generated by the functions y^»Y2
 and Y

l fY 2 with the defini­

tion intervals j and 3, respectively. 

Let S2 be globally transformed onto S1. If S2 is a 

regular space, then Ŝĵ  is also regular. If S2 is a strongly 

regular space, then S1 is also strongly regular. 

P r o o f . We argue by contradiction. Let S2 be a regular 

space. If S,. were not a regular space, there would exist a 

singular point t £j and it would hold 

k i v i < t
0 ) + k2 y2(to> - ° 

for every L . L 6 R . 

Consequently, it would also hold 

f(t0)[k1(a11Y1(ho) +
 a

12Y2(ho)) + k2(a21Yl(ho) + 

+ a22Y2(h0))] - 0 (1.5) 

where h = h(t ). Since in consequence of Lemma 1.1 the o ^ v ̂ o ' n 

functions YltY2, where 

Yl = allYl + a12Y2 ' 

Y2 = a21Yl + a22Y2 ' 

are independent, then by condition (1.5) the point h would 

be a singular point of the space S?, because f(t ) / 0, 

which contradicts our assumption. 

Let S2 be a strongly regular space. From equation "(1.1) 
we have 
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Y
2
(t) __

 f
(t)(a

21
Y

1
[h(t)]+ a

22
Y

2
[h(t)] ) Y

2
[h(t)] 

Y l
(t) f(t)(a

11
Y

1
[h(t)]+ a

12
Y

2
[h(t)] ) Y__[h(t)] 

where Y
1
 = a

1 1
Y

1
 +

 ai2

Y2' Y
2
 = a

2l
Y
l
 + a

22
Y
2
 a r e i n d e

P
e n d e n t 

functions of S
p
. Since S

p
 is strongly regular, the quotient 

Y
2
/Y_, is by parts increasing or decreasing. It follows from 

the conditions for the bisection h = h(t) that the function 

h either increases or decreases in j, consequently the com-

posite function Y
2
(h)/Y_,(h) is by parts increasing or de­

creasing in j. Hence, the quotient y
2
/Y__

 i s
 by parts in­

creasing or decreasing in j. So the space S
1
 is strongly 

regular. 

2. We will apply the geometrical methods presented by 

F. N e u m a n, f.i. in [3] and [4] to construct now a 

canonical form of a strongly regular space of continuous 

functions. 

Lemma 2.1. Let S be a regular space of continuous functions 

generated by the functions y.. = y
1
(t), y

2
 = y

2
(t) with the 

definition interval j. Let next 

1 = У_(t) , 

( 2 . 1 ) 
2 = Уг^) • s 

where t €j, is a parametrically defined curve X i n a rectan­

gular coordinate system of* f2. Then the curve X is not going 

through the origin of the coordinates. 

P r o o f . By the assumption the functions y__, y2 are under­

stood to be independent in the interval j and every function 

y6S is of the form y = ^ y W t ) + k2y2(t), where k ^ k ^ R 

are convenient numbers. If the curve X were going through 

the origin of the coordinates, then there would exist a 

number t € j such that y_(t ) = y2(t ) = 0. However, in such 

a case there would hold y(t ) = k1y1(t ) + k2y2(t ) = 0 for 

every pair k*,k2£R. The point t would thus be a singular 
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point of the space S, which contradicts our assumption on 

the regularity of the space S. 

Lemma 2.2. Let S be a regular space of continuous functions 

generated by the functions y-,y2 with the definition inter­

val j. Let for y 3 £ S be y3 = k1y1 + k2y2, where k ^ k ^ R 

are convenient numbers. The point t. is a zero of the func­

tion y_, exactly if the point P. = f y - f t . ) , yoC*-)! i s t n e 

intersection* o.f the curve X with the following straight line 

kl f 1 + k2 f 2 = ° • 11 + k2 f î 

P r o o f . If the point t. is a zero of the function y - A t ) , 

then k1y1(ti) + k2y2(t±) = 0 . 

Thus, the point P. with the coordinates jy,. (t. ), y2( t. )J is 

the intersection of the straight line k^f. + k2^2 = 0 going 

through the origin of the coordinates with the curve X 

defined by the equations (2.1). 

If the point P. = [v., (t. ), y2( t.)J is the intersection 

of the straight line k1f1 + ^2fp = ° 9oin9 through the origin 

of the coordinates with the curve X defined by the equations 

(2.1), then k1y1(ti) + k2y2(t±) = 0 or y3(tj.) = 0. Hence, 

the point t. is a zero of the function y-,(t). 

Expressing the curve X defined by the equations of 

(2.1) in polar coordinates p , (P gives 

f - |fyi(t) + y|(t) (2.2) 

tg<p - y2(t)/yi(t) (2.3) 

for t(£j. 

Theorem 2.1. Let S be a regular .space of continuous functions 

generated by the functions y1,y2 with the definition interval 

J = (a.b). 
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The function p • p (t) defined by (2.2) is continuous 
and positive for t€j. 

The function <f> = <p (t) defined by (2.3) iS an increas­

ing (decreasing) continuous function in j exactly if S is a 

strongly regular space. 

P r o o f . Because of the fact that y1,y2€ C^°)(j) we have 

p£c'0'(j). The positivity of the function P = P (t) in j 

follows from the fact that S is a regular space. Hence, 

there cannot exist any tQ6 j such that y1(tQ) == y0(t ) = 0 

would hold. 

Suppose now that Cf> = <P (t) is an increasing (decreas­
ing) continuous function in j. Let us denote by 3 a set of 
functional values of the function (P = (f (t) for t 6 j. Now 
there may occur the following cases: 

a) 3 does not contain any of the numbers - ~ + iif , 
i being an integer, 

b) 3 contains all numbers - ~ + jjf , i being an integer, 

c) there exists such an integer k that 3 contains all 
numbers - ™ + k^ + iff , 1=1,2,..., or it contains all 

numbers - §• + ffl - iSt for i=l,2,..., 

d) there exists such an integer* k that 3 contains all 
numbers - C + k^ + i^ , i=l,...,n, where n is a natural 

number. 

In then follows from the equality tg^(t) • yotM/YiCO 

for t € j that the quotient y2(
t)/yi(t) is in case of a) an 

increasing (decreasing) continuous function in j and there­

fore y1(t) / 0 in j. 

Denoting in case b) t. • f " (- ~ + îi ), where i is an 
integer, <p~ is the inverse function to ̂ , then the quotient 

y2(t)/y1(t) is an increasing (decreasing) function in every 

interval (^-t^), i=0f ±1, -2, . . . . 
-i T *-~ . ̂v, X 

Denoting in case c) t. = (JP (- *• + k J? + iJ ), 
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i=l,2,..., then the quotient vp(t)/yi(t) is an increasing 

(decreasing) continuous function in every interval (t.,t. - ) , 

i=l,2,.«. and in the interval (a,t1), the point b is a 

cluster point of the points t., or if we denote t. = 
1 •JI"' "*" 

= <p" (- ~ + k* - ±T ), i=l,2, . . . , then the quotient 

y2(t)/yi(t) is an increasing (decreasing) continuous function 

in every interval (t_.,t_. , ) , i = 1,2,..., and in the inter­

val (t ,b), the point a is a cluster point of the points t.. 

-1 T ^ ~ 
Denoting in case d) t. = <p (- -^ + k> + i.* ) for 

i=l,...,n, then the quotient y2(t)/y1(t) is an increasing 

(decreasing) function in every interval (t.,t. *), i=l,2,... 

...,n-1 and in the intervals (a,t1)f (t ,b), n = 1. 

Because of the fact that yi,y2 are independent functions 
having thus no zeros in common, it follows from the equality 

tg^(t) = v2(t)/Yl(t) for t€j that 
У

2
(t) 

l
i m
 . — _ - (-5). oo , lim 

У
2
(t) 

S .co 
W t +

 У l
(t) t->t

±
-
 У l

(t) 
(2.4) 

is increasing or where S~ 1, or S= -1 according as 
decreasing in j. 

On the contrary. Ad a) Let the quotient y
2
(t)/y

1
(t) 

is an increasing (decreasing) continuous function in j
e 

Then the function 

y ? ( t ) 
f(t) = arctg—--

is in j an increasing (decreasing) continuous function. 

Ad b) Let the quotient y
2
(t)/y

1
(t) be a function by 

parts increasing (decreasing) in j and let (2.4) hold. Then 

the function 

f arctg 

<p(t) 

У
2
(t) 

Уi(t) 
+ S ІÎ~ for t€(t.,ti+:1; 

S"(- %T + i'5Г ) 
, X = U , — «L,—tŁ, . . « , 

for t 
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is an increasing (decreasing) .continuous function in j, 

where £>= 1, or S = -1 according as y2/y__ by parts in­

creases or decreases in j .* 

Ad c) Let the quotient y ? ( t ) / y 1 ( t ) be a function by 

parts increasing (decreasing) in j and let (2.4) hold. Then 

the function 

r a r c t 9 7 T m + J i ^ for ^ ' V ^ l 
i = l 2 

, X —J. , __ , . . . f 

Ҷ t ) = < £ ( - |5Г+ ilì ) 

v a r c t g 
У 2 ( t ) 

У x ( t ) 

f o r t = t_ 

f o r t £ ( a , t ^ ) 

<jr(t) = \ 

У 2 ( t ) 

У l ( t ) 
/ a r c t g — — - + S±T for t € ( t _ . . t _ _ ) 

y 1 ( t ) ! 1 + J-

f i = l , 2 , , 

£ ( - | r + isr ) for t = t . 

a r c t g 
У 2 ( t ) 

f o r t 6 ( t o , b ) 
y x ( t ) 

is an increasing ( d e c r e a s i n g ) continuous function in j, 

where S = 1, or S = -1 according as y2/y.i by parts increases 

or decreases in j. 

'Ad d ) Let the quotient y 2 ( t ) / y _ ( t ) be a function by 

parts increasing ( d e c r e a s i n g ) in j and let ( 2 . 4 ) hold. Then 

the function 

y 2 ( t ) o -

• arctg -f—-
 +

 £ i * for t6(t.,t. + 1), 
, i=l,2,...,n-l, 

f ( t ) » 

Уl(t) 

5(- | У + i Г ) for t = t
±
, 1=1,2, 

У
2
(t) 

ärctg • for t 6(a.t^) 

У
2
(t) 

n. 

^ arctg 
Уi(t) 

— + S n T for t Є (t .b) 
t)

 n 
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is an increasing (decreasing) continuous function in j, 

where o = l( or O = -1 according as the y2/
vi in parts 

increases (decreases) in j. 

Theorem 2.2. Let S be a strongly regular space of continuous 

functions generated by the functions y* , yp with the defini­

tion interval j. Further let JC* be the projection of the 

curve K defined by equations ( 2 . 1 ) on a unit circle from the 
origin 0 defined as follows: For every t£j there is as­

signed to the point P gX with the coordinates fy* (t), y2( t )J 
a point P* £&* with the coordinates [u1( t), u2( t )1 lying on 

the half-line 0P\. Then the curve JC* is expressed by the 

equations 

f i = "..(t), 

2 = ̂ C 1 ) ' 
(2.5) 

f 
Hereby it holds for the functions u^.u-

"l(t) + u|(t) = 1 (2.6) 

and 

f(t) Ul(t) = y (t) , 
(2.7) 

f(t) u2(t) = y2(t) , 

where f is given by the formula 

f(t) = /yi(t) + y|(t). (2.8) 

ŕ* P r o o f . From the definition of the curve JC then follows 
its expression by equations (2.5). Relation (2.6) holds, 
because for every t 6j there are u 1 ( t ) and u 2 ( t ) the coordi­
nates of the point P* which lijs on the unit circle. 

y 2 ( t ) u 2 ( t ) 
Since = , we obtain from this equations 

y ^ t ) ut(t) 
(2.7), whereby f(t)>0. 
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Squaring equations (2.7) and adding them together, we 

obtain 

f2(t)[u2(t) + u|(t)] = yf(t) + y|(t) 

from which and with respect to (2.6) we get (2.8). 

The image K* of the curve X is thus given by equations 

fl = «!<*> 

\z = u 2 ( l ) 

for t € j . expressing with respect to (2.6) the arc of the 

unit circle. 

The arc X* of the unit circle with the center at the 

origin 0 may be expressed by the following equations 

Y1 = cos(s-sQ) , Y2 = sin(s-sQ) , 

or (2.9) 

Y1 = cos(s-sQ) , Y2 = -sin(s-sQ) , 

where s£3, according as the curve revolves the origin in a 

positive or negative sense, whereby the point \l,Oj on the 

unit circle corresponds to the value of the parameter s = s . 

Theorem 2.3. Let S be a strongly regular space of continuous 

functions generated by the functions ylfy2 with the definit­

ion interval j. Let the quotient y2(t)/y1(t) be increasing 

or decreasing in the interval j. Then there exists an in­

creasing or decreasing function (P = CD(t), t£j satisfying 

the equality 

y 2 ( t ) 
tgf(t) = y — for every t€j (2.10) 

characterized by the fact that if <f increases there holds 

u1[F (S)J = cos s,
 U2L^ (S)J = sin s » (2.11) 
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whereby T\ (s) = <P~ (s), <f~ denotes the inverse function 

to <P , s£3, D = 9? (j) and if Cf decreases there holds 

ullh" (s)] = cos s, u2[h (sj] = -sin s, (2.12) 

— —1 
whereby h(s) = (p~ (~s), -s€rj. 

The functions u. are determined by the conditions 

y.(t) = f(t)u.(t). t € j , i-1.2. uj(t) + u|(t) = 1, f(t)>0. 

P r o o f . Let us first remark that there exists the function 
—1 

H = (f ~ (s) and it is a bisection for which 

K: 0 -> J, h6c( 0 )(3) 

holds, which follows on one hand from the monotonicity and 

on the other hand from the continuity of the function cf . 

y (t) f(t) u (t) u (t) 
Because of tg W (t) = — — — = r # = — 

*^K
 Yl(t) f(t) Ul(t) U1(t) 

for t £ j , we obtain from this 

sin^(t) = p(t) u2(t) , 

cos<p(t) = p(t) ux(t) . 
2 On squaring and adding together we obtain p (t) 3 1. 

Consequently there is either 

u1(t) = cos^(t), " 2 ^ ^ = s i n f ( t ) (2.13) 

or 

u1(t) = -cos^(t) r
 u

2(
t) = -sin<p(t). (2.14) 

However, besides the function (p (t) there are also the 

functions (P (t) + kT , k being an integer, satisfying 

(2.10), it suffices to take the function <^)1(t) = <P(t) + T 

to get (2.13). 

If V is an increasing or decreasing function, then 
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equations (2.13) define the positively or negatively oriented 

arc of the unit circle. 

Setting in (2.13) in casexof the increasing function (0 
xpression K = <P~ (s), s € 3, instead of t, we obtain 

u1[JT(s)J = cos s,
 U2L^(S)J = s i n s ' 

which is the formula of (2.11). 

Setting in (2.13) in case of the decreasing function (f> 
the expression K = (P~ (-s), -s€0, instead of t, we obtain 

u1[K(s)J = cos (-s) = cos s, U2L^(S)] = s i n (~s) = ~sin s' 

which is the formula of (2.12). 

Theorem 2.4. Let S be a strongly regular space of continuous 

functions generated by the functions y,, , y2 with the defini­

tion interval j. Let the functions <P, K, u., 1=1,2 have the 
meaning stated in the foregoing theorem. 

all a12 Let A = ( ). Let the functions Y„ , Y0 be defined va0„ a«0' 1 2 i a 2 1 a22 
ә s 

f o l l o w s 

Y i luiP»(8>]\ (^ = A U M J - (2-5) 

)s s sin s \ /cos s sin s \ 
-sin s

Q
 cos s°J °

r A
= (sin s° -cos s°J • (2'16> 

then the functions Y- , Y 2 are given by the formulas 

Y 1 = cos (s-sQ), Y 2 = sin (s-sQ) 

(2.17) 

Yx = cos (s-sQ), Y 2 = -sin ŕs-sQ) 

for s €3. 
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P r o o f . From (2.15) on taking account of (2.--) °r (2.12-) 

and of (2.16) we get 

Y1 = a±1 u1[h(s)] + a 1 2 u2[n"(s)] = cos S Q cos s + 

+ sin s sin s = cos(s-s )# 

72 = a21 ullF(s)] + a22 U2[F(S)] = ""Sin so C ° S S + 

+ cos s sin s = sin (s-s ), 

or 

Y1 = a1± u1[h(s)] + a 1 2 u2[h(s)] = cos S Q COS S + 

+ sin s sin s = cos (s-s ),. 

Y 2 = a 2 1 u1[h(s)] + a 2 2 u2[r7(s)] = sin S Q COS S -

- cos s sin s = - sin (s-sQ) 

for s € 0 , which are the formulas of (2.17). 

Theorem 2.5. Let S be a strongly regular space of continuous 

functions gene.rated by the functions y- , y« with the defini­

tion interval j. Let (P be an increasing or decreasing con­

tinuous function satisfying the functional equation 

y2(t) 
t 9 ^ ( t ) = ^7 ry f o - t « j . 

Let 3 = <P (j). Then for 

a) the bisection <f> : j -* 0, cjf7^C^0)(-j), 

b) the function f = ̂ y* + y2 , f € C ( 0 ) ( j ) , f(t) fi 0 

for t € j, 

/ cos s sin s \ /cos s sin $ \ 
c) the matrix A = [ . ° ° or A = . ° ° J ' V~sin s cos s / \ sin s -cos s / 

s £ 0, there exists the global transformation ^ = \Af, #>/" 

of the space S generated by the functions cos s, sin s 

with the definition interval 3 onto the space S given by the 

relation 
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y ( t ) = A f ( t ) v [ < ^ ( t ) ] , t <c j , 

where 

T T 
Y = ( c o s s , s i n s ) , y = ( y _ » y 2 ) • 

P r o o f . L e t us p u t Y ( s ) = ( Y 1 ( s ) , Y 2 ( s ) ) and d e f i n e Y ( s ) 

by t h e e q u a t i o n 

Y ( s ) = A Y ( s ) . 

/ cos s sin sQ \ 
We easily observe that for A = (_sin s c o s s /

 w e n a v e 

o o 
Y_ = cos (s-s ), Y2 = sin (s-sQ) and for 

/cos s sin s \ ^ ~ 
A = . ° ) we have Y. = cos (s-s^) Y0 • -sin(s-s ). \ sin s -cos s l 1 v o' 2 v o' o o 

We are looking for s = h(t) such that Y.[h(tj] = u (t), 

where u = (u1#u?), whereby the functions u., i=l,2, have the 

meaning stated in Theorem 2.3. 

Then 

u(t) = Y[h(t)] = A Y [h(t)] 

and since y. = f u., i=l,2, we have for v_ = (y^»y2) that 

v.(t) = f(t) Y [h(t)] • f(t) A Y [h(t)]. 

Since for the function ? 
y2(t) u (t) sin[h(t)-s] , -, 

tgq? = _£ = _£ = 1 iii = tglh(t) - si 
^ yt(t) Ul(t) cos[h(t)-s0-] *lK ' °J 

holds, we have from this 

G?= h(t) - s + k3T , k being an integer. 

In case of s = 0 we have A = E and Y = Y and che trans­

formation equation becomes the form 
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^(t) * f(t) YJh(t)] , where a? = h(t) + k ^ 

.м Definition 2.1. By a space of continuous functions S ge­

nerated by the functions cos s, sin s with the definition 

interval 0 we mean the canonical form of a strongly regular 

space S of continuous functions generated by the functions 

y* ,y
2
 with the definition interval j, more briefly the ca­

nonical space of continuous functions. 

It follows from Definition 2.1 and from Lemma 1.2 that 

the canonical space of continuous functions S* is strongly 

regular. 

Let us remark that the elements of the space S are the 

functions k. cos s + k
2
 sin s, s€J, k 1 #k 2€R, where 

3 = ^ ( J ) ' f is a continuous function satisfying the func­

tional equation 

y 2 ( t ) 
t 9 ? ( t ) = TJn- t € j ' 

First phase. Conformably to the definition of the first 

phase of an ordered pair of solutions of a linear second-

order differential equation of the Oacobian form, introduced 

by O.B o r u v k a in £lJ, we will express the following 

Definition 2.2. Let (yi#y2)
 D e a basis of the strongly 

regular space S with the definition interval j. Every func­

tion ^ €. C^ (j)iG(- j -* 3 satisfying in j the functional 

equation 

y a ( t ) 
tg«(t) = — (2.i8) 

will be called the first phase, more briefly the phase of the 

ordered pair of functions y l fy 2€ S. 
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Theorem 2.6. If c< is the phase of the ordered pair 

(ylfyp)6,S, then any other phase <-<. , k being an integer, 

is given by the formula 

<Xk(t) = <*(t) + k'JT , 

where 

<X0 = (X . 

Thus (2.18) defines the countable system of phase c< 

k being an integer. 

P r o o f . This follows immediately from (2.18). 

Theorem 2.7. Let (y^tY?) D e the basis of the strongly 

regular space S with the definition interval j and (Y*,Yp) 

be the basis of the space S* with the definition interval 0. 

Next let y = (y l fy 2). Y = (Y l fY 2). Let the space S* be 

globally transformed onto the space S as follows 

X (t) = Af (t) Y[h(t)] (2.19) 

by means of the function f, of the parametrization h and of 

the matrix A. Let .36 be the matrix given by the equation 

Y = 36 Y , 

.where Y = (cos s, sin s) ..Let y = (y^y.-,) , where y = 
-l"" -1 *v -i -1 

= 06 " A~ Y » whereby 06 . , A denote inverse matrices to 

the matrix X or A. Let o< = c< (t) be a first phase of the 

basis (y1,y2) c£S. 

Then 

OC,(t) = h(t) + kfr' f k being an integer, 

o^o = «X(t). 

P r o o f . From equa t ion ( 2 . 19 ) we o b t a i n y ( t ) = 

= A O f f ( t ) Y , [ h ( t ) ] f whence 
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•* = V ~X A_1 2 = f(t) Y[h(t)] 

or 

yi = f ( t > Y i [ h ( t ) ] = f ( t ) c o s h ( t ) • 

y2 = f(t) Y2[h(t)] = f(t) sin h(t) . 

From this we get 

y2(t) 
tg h(t) = -^1— . (2.20) 

y^t) 

From the definition equation (2.18) we obtain the expression 

for the phase o< of the basis (yo.y*) 

y 2 ( t ) 
tgcK(t) = - ^ . (2.21) 

Comparing (2.20) and (2.21) we observe that the parametriza-

tion h(t) represents the phase <X (t) of the ordered pair 

( y 2 ' y i ) - T h u s 

C<k(t) = h(t) + kfr , k being an integer, OCQ =tX(t) = h(t). 

The following theorem is a certain modification of the 

Stach theorem [6] and presents a necessary and sufficient 

condition of the global transformation of the space S~ onto 

the space S1. 

Theorem 2.8. Let S., i=l,2. be strongly regular spaces of 

the continuous functions with definition intervals j.. Let 

S be a canonical space of continuous functions with the 
-V ~* >V y , 

definition interval 3. Let Y = (Y1,Y9) be a basis of S and 

(u-.UpJ-^S-, (UjjUpJCSp be the space bases. Let the space 

S be globally transformed onto the space S. as follows 
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u(t) = A^(t)Y[h(t)] , where h is a bijection h: j ± -> 3, 

h C C * 0 ^ ) . u = (u1,u2)
T. 

Suppose the space S is globally transformed onto the space 

Sp by the equation 

U(T) = A2F(T)Y[H(T)] , where His a bijection, H: j -> 0, 

H6C^U)(J2), U = (U1,U2)'. 

The necessary and sufficient condition for the existence 

of a global transformation of the space S2 onto the space S., 

transforming the basis (u-,u2) into the basis (U-jUp) by 

means of 

a) the bijection k: j ± -* j 2 , k ̂  C^°^(j±), 

b) the function g € C ( 0 ) ( J 1 ) , g(t) 7- 0 for t £ J1 , 

-1 
c) the matrix B = A 1A ? 

by the formula 

u(t) = Bg(t)u[k(t)] , t ^ j ± (2.22) 

is the existence of 

1) the,bijection T = X(t), X: ĵ ^ -* J2, X ^ C ( 0 ) ( J 1 ) , 

2) the integer £ , for which h(t) = H[x(t)] + /$T 

for t 6 i±. 

P r o o f . Let the matrix X be given by the equation 
«V T 
Y = JC Y, where Y = (cos s, sin s) . 

Assume the space S 2 to be globally transformed onto the 

space S^. Since u (t) = A±f (t )Y [h( t)] , U(T) = A2F(T)Y [H(T)] 

we obtain from this on introducing the following relations 

-1 -1~ -1 -1 *" 
X, A / u , U = Л A * U , 

(2.23) 
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hat 

Ajfcu = A 1 f ( t ) « l [ h ( t ) ] , A 2 X U . A 2 F ( T ) < ^ Y [ H ( T ) ] 

i . e . 

u = f(t)Y[h(t)] , U = F(T) Y[H(T)] . 

From this we have 

u
2
(t) U

P
(T) 

tg Һ 
u^t) 

tg H 
^(T) 

It thus follows from (2.22) and (2.23) that 

A
1
k u = A

1
A

2

1
g(t) A

2
 F(T)X Y [k( t)] 

u = g(t) F(T) l[k(t)] = g(t)u[k(t)] 

So* we have 

"
2
(«) U

2
(k) 

tg Һ 
Ui(t) U^k) 

tg H(k) 

If we set X(t) • k(t), k(t) = H" (h), then X: j1 ~* j . 
(0) 

X € Cv (j*) and we see that for t € j. there exists an 
integer t such that 

h(t) - H[x(t)] + (<? . 

Suppose conversely the existence of the function 

X = X(t), X: j^ -* j 2, X£ C^°^(j1) and of the integer £ 
for which h(t) = HJX(t)] + (x . 

Then 

tg h(t) - tg H[x(t)J , 

i.e. 

u (t) U [X(t)] 
(tg h(t) =) == = --=- ^ (5 tg H|X(t)| ) . 
v y v ; ; u x ( t ) u1 rx(t) j v y L v ;j 
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Setting X ( t ) = k(t) yields 

H = 9(t) U (k) , 

where g « c ( 0 ) ( . , i ) f g ( t ) ^ 0 f o p t € -^ k. ^ ^ ^ k ^ C ^ t ^ ) , 

Since (2.2^ holds, we obtain 

- - . - 1 "* V u = g(t)tt_1 A" 1 u(k) 

iď = 9(t) A^ A"1 U(k) . 

Hence 

U = Bg(t) U (k) , 

where B = ^ A"1, so that (2.22) holds. 

3. As special cases of strongly regular spaces of conti­

nuous functions there may be named the spaces of solutions 

of linear second-order differential equations of the general 

form 

(ab) y" + a(t)y* + b(t)y = 0 , 

where a,b6c' '(j) and further of the Sturm form 

(Pq) (P(t)y')' + q(t)y = 0 , 

where p,q €C(0)(j), py'€C ( 1 )(j), p(t) /- 0 in-j . 

The space of solutions of the differential equation 

(ab) will be denoted by S . and the space of solutions of 

the differential equation (pq) by S . 

It can be easily seen that the spaces of-solutions ^ h, 

S are qenerated by the functions of the basis of the dif-
pq y y 

ferential equation (ab), or (pq). The elements of the basis, 

f.i. the solutions y,. , yQ are linearly independent, so that 
2 2 !<iYi(t) + k y 2(t) $ 0 in j, where k̂  + k2 > 0. We will now 
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show that y. ,y
0
 are also independent functions of the inter­

val j, in other words that 

k_y_(t) + k
2
y

2
(t) # 0 in j

1
 , j_C j . 

Indeed, there holds for l<
0
 f 0 or l<

1
 j- 0 

Уi v
2 

УÍ У
2 

Уi
 k

iУi
+ k

2
У

2 

УÍ k
i У Í + k

2 У 2 

__ 
k„ 

к 1 У 1 + к

2 У 2 y 2 
k iy í + k

2
y

2 y2 

2 2 
If the interval j_ C j a^d the numbers k_ , k0, l<1 + k > 0 

existed such that k_y_(t) + k2y2(t) = °
 i n Ji» then the 

Wronskian W would be equal to zero in -L and the functions 

V±*V? would be linearly dependent, contrary to our assumption. 

The spaces S , and S are regular spaces of continuous r ab pq » r 
functions with the definition interval j. 

Indeed, if y1 = y_(t), y2 = y2(
t) i s t n e basis of S a b 

or S , there cannot simultaneously be y_(t ) = y2(
t
0) = ° 

for any t £ j, for otherwise the functions y^,y? would be 

linearly dependent. 

The spaces S . and S are strongly regular spaces of 

continuous functions with the definition interval j. 

Indeed, if y^ = y_(t)t y2 = y2(
t) i s t n e D a s i s °f s a_ 

or S , there cannot simultaneously be y,,(t ) = y0(t ) - o pq' ' '1v o/ 'Zx o/ 

for any t (•], for otherwise the functions y_ # y2 would be 

linearly dependent. 

The spaces S . and S are strongly regular spaces of a D pq 

continuous functions, since the quotients of the independent 

solutions-yp(t)/y_(t) are by parts monotonic functions in j. 

In fact 

/ y 2 ( t ) V _ y i ( t ) y 2
( t ) - y i ( t ) y 2 ( t ) > 

Ui(t)/ y_(t) 
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because the Wronskian W(ylfy2) = y1 yvj - y^y2
 i s different 

from zero for independent functions y*.y0. 

Let us remark that the elements of the space S . are 
r o\ a 

of the class Cv '(j) and those of the space S are of the 
(1) *e (!"?" 

class Cv (j) with the property that py c Cv (j). 

We will now show how our results on spaces of functions 

obtained in this paper may be applied to solutions of spaces 

S L and S especially as regards the concepts of the global 

transformation and the canonical space. In point of the 

global transformation of spaces of linear differential equa­

tions (ab), (pq) solutions, we will introduce - conformably 

with the definition of the global transformation of linear 

n-th order equations in [4 J - some simple conditions on the 

coefficients of differential equations, such that the multi-

plicator f and the parametrization h may be the functions of 
(2) the class Cv ; and this at the transformation of the equation 

(ab) or (pq) into the differential equation y" = -y, which 

will be considered to be canonical. 

With the above approach to the definition of global 

transformation we may show that in the differential equation 

(pq) it suffices besides p,q€C v ' to assume f.i. p 6 C^ '. 

In case we require in the definition of global transformation 

f,h€Cv ', it suffices to assume p,q€C v ', 

The space of solutions of the linear differential equation 

We will now express the main results of this paper 

applied to the space of solutions of the linear differential 

equation (ab), 

A modification of Theorem 2.1.: 

Theorem 3.1. Let 3 , be a space of solutions of the linear 

differential equation (ab) with the definition interval j. 
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Let (y1,y2), where y± = y1(t), y2 = y2(t), be a basis of 

the space S . and % be a curve defined by the equations 

fl = Vl^)' ?2 = V2^t)' t^J* F o r tne Polar coordinates 
p as Q (t), Cp= #>( t) of the curve X we have: Q € Ĉ  '(j), 
f £C(2)(j), C?'(t) /Oin j. 

P r o o f . Since y±, y26c'
2'(j)( it follows from (2.2) 

yi(t) + ypC*)' * ^ j * tne existence of the continuous 
derivative of the second order of the functionP , i.e. 
^C< 2)(j). 

From formula (2.3) tg f = y2(t)/y1(t) we get sincp = 

= ky2(t), cosf = ky1(t), k = 1/ y y
2 + y2 . By differentia­

ting this formula we find that (P*/'cos2cf> = -(y^y? 
- viyo)/yi whence by rearrangement 

f --(ViVz - yiy2) / (vf + vi> • • 

t € j. We see that ^'(t) js- 0 for t€j and that there exists 
(2) a continuous fl?" in j, i.e. <PSCK ;(j). 

Since the space of solutions of the differential 

equation (ab) is strongly regular, we can express (conform­

ably with Theorem 2.3 and Theorem 2.4) the following theorems 

for the space S . . 
r ab 

Theorem 3.2. Let S . be the space of solutions of the dif­

ferential equation (ab) with the definition j. Let (y1 ,y9) 

be the basis of S . . Let s = CP (t) be the polar coordinate 
of the curve JC: f^ -» y^Ct), f9 = v

2 (
t ) ' t^i> defined by 

formula (2.3): tg f = y± ( t )/y2(t), t£j . 

Then we have for the increasing or decreasing function 

f - <f> ( t ) 

^ [ f 1 ^ ) ] = cos s, u2[f"1(sil = s i n s ' s € 3 > 3 = f ( J ) » 
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"llf"1^)] = cos s' u2Lcf 1(S)J = -sin s» -3(£a, 
^ = <f>(i). 

-l 

where (̂  denotes an inverse function to Cf? and the func­

tions ui are determined by the conditions y.(t) = f(t)u.(t), 

t€j, i=l,2, u2(t) + u|(t) = 1, f(t) = (yf(T) + y|(t"). 

Theorem 3.3. Suppose the assumptions of Theorem 3.2 are sa­

tisfied. Let A = ||aikl| , i,k = 1,2, Y = A u Of
 1(s)] . 

If the matrix A is of the form (2.16), then the func­

tions Y1, Yp are given by formulas (2.17). 

Theorem 3.4. Let S ..be a space of solutions of the differen-
ab r 

tial equation (ab) with the definition interval j. Let 

(ylfy2) be a basis of the space 'S . . Let (f = (p (t) be an 

increasing or decreasing function satisfying the functional 

equation tg Cf (t) = y2(t)/y1(t) for t £ j. Le.t D =p(j). 
Then f o r 

a ) the b i s e c t i o n (p: j -> 3, <f>€CK ' ( j ) , 

b) the f u n c t i o n f = y y 2 ( t ) + y 2 ( t ) £ C ( 2 ) ( j ) , f ( t ) j - 0 

f o r t £ j , 

( cos s s i n s \ / cos s s i n s \ 
0 ° ) or A - I . ° ) / - s i n s cos s / . s i n s -cos s / o o ' o o 

soeD- s o = f <*<>>• * „ * - • 

there exists a global transformation of the space S* onto 

the space S . given by the relation 

y(t) = Af(t) ifp(t)], 

t £ j, Y = (cos s, sin s) T, y = (y 1,y 2)
T . 

P r o o f . The above theorem is a modification of Theorem 

2.5. in case of the space S . . r ab 
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Definition 3.1. The differential equation 

V = -Y (-1) 

with the definition interval 3, 3 = (p (j) will be called the 

canonical form of the second order of the space S . of the 
r ab 

solution of the differential equation (ab), or briefly the 
canonical differential equation of the second order of the 
space S . . r ab 

Let *us remark that by the space of solutions of the 

differential equation (-1) we mean the space S with the 

definition interval 3. 

functions of the form 

definition interval 3. The elements of the space S are the 

Y = k̂  cos s + k2 cos s, s£J, K- , k £ R 

Definition 3.2. Let (y-.y .- ,) be a basis of the space S , with 

the definition interval j. Every function o< C C^ (j), <** : 

j -* J, satisfying in j the functional equation 

Yi(t) 
t g « ( t ) = yTTTT 

will be named the first phase, briefly the phase of an 

ordered pair of solutions V^iY?^- ^abm 

Theorem 3.5. Let (ylfy2) be a basis of the space S , with 

the definition interval j. Let (YlfY2) be a basis of the 

space S with the definition interval 3. Suppose the space 

5at 

1 (t) = Af(t)Y[h(t)] 

S is globally transformed onto the space S , by the equation 

by means of the function f, the parametrization h and the 

matrix A. Let Jt be the matrix given by the equation Y = 

= X Y, where Y = (cos s, sin s) . Let y_ = (y-.y .-,) , where 
-1 -1 - 1 - 1 

Y = & A y , whereby <£< , A denote the inverse 
matrices to the matrix JO , or A. Let oc = oC (t) be a first 
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phase of the basis (y2,y1)<--S ,. Then 

o( (t) -a h(t) + k^T, k being an integer, 

<*o = C* (t) for t € j. 

P r o o f . The above theorem is a modification of Theorem 

2.7 in case of the space S . . r ab 

Theorem 3.6. Let S . and SAri be the spaces of solutions of — ab AB r 

the differential equations (ab) and (AB) with the definition 

intervals j* and j ? , respectively. Let S be the canonical 
• * • • - . » * * * * * * * 

space with the definition interval 3. Let Y = (Y1 ,Y«) be a 
M ^ r» ~ *** X £ 

basis of S . Let (u1,u2)€S b, (
U
1,U 2)CS A B be the space 

bases. 

Suppose the space S is globally transformed onto the 

space S . by the equation S(t) = A-f (t )Yl h( t )J , where h: 

j 1 -*• 0, h € Ĉ- '(j), S = (u>,,u2) . Suppose the space S is 

globally transformed onto the space S A R by the equation 

U(T) = ApF(T)Y[H(T)l , where H: j p -* 0, H £ C
( 2 ) ( j p ) , U -

= (u1,u2)(
T). 

The necessary and sufficient condition for the existence 

of the global transformation of the space S A R onto the space 

S . transforming the basis (u,,,u2) into the basis (U-fUp) 

by means of 

a) the bisection k: j 1 -* J2, k<£C(2)(J1) . 

b) the function g <S C ( 2 ) (j 1), g(t) $ 0 for t € j^ , 

c) the matrix B = A^Ap 

by the formula 

u(t) = B g(t) u[k(t)] t€ix 

is the existence of 

1. a bijection T * X(t), X: J1 -r J2, X€C
( 2 )(j) , 
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2. an integer C , for which h(t) = HLX(t)J + {& 

for t ei1 . 

P r o o f . The above theorem is a modification of Theorem 

2.8 in case of the spaces S . , S A B . 

The space of solutions of the linear differential 

equation (pq) 

We will now express the main results obtained in this 

paper applied to the space of solutions of the linear diffe­

rential equation (pq). 

A modification to Theorem 2.1.: 

Theorem 3.7. Let S be a space of solutions of the linear 

differential equation (pq) with the - definition interval j. 

Let (y 1,y 2), where y± = y1.(t), y2 = y2(t), be a basis of the 

space S and JC be a curve defined by the aquations f 1 = 
p q , J •*• 

= y l ( t ) ' >2 = y 2 ( t ) * t ^ J * F o r t n e P o l a r coordinates p = 

- f ( t ) , cp = <f> ( t ) of the curve K we have f €. C^\ j ) , 

<f> € C ( 1 ) ( j ) , « p ' ( t ) ^ 0 in j . 

P r o o f . Since p€c( ° ) ( - j ) , y1, y2, py^ py2 6 C(1) ( j ), 

p(t) ? 0 in j , i t follows from formula (2.2) <o = 

= ) |y i ( t ) + ^(O ' t < E J ' t h a t 

1 
* 2 2 --»- r 1 

? = (yi + y2) 2 (yiyi + y 2 y 2 } = r * k ( P Y I ) + y2(py2y/ 

1Г2 2 
/ P |У!

 +
 У

2 

From this we see that 0 ±s a continuous function, i.e. 
(1) $ e c

 ( 3) . From 2.3): tg (P = y
2
( t)/y

1
( t) we obtain sin f? = 

• ky
2
(t), cos^ - ky

1
(t)

l
 !< = 1/ |y^ + y| . By differentiatim 

and rearrangement we obtain 
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(?' - -.(y^ - yi^/(yi + v\) = -[MPY^) -

- (pyi')y2] / P(Y? + y|) * *£ J 

and we can see that <P'(t) /- 0 for t £ j and that <2>' is 

continuous in j, i.e. <2>6CV '(j). 

Assuming that the coefficient p of the differential 
(1) equation (pq) -satisfies the condition p£C v (j), then there 

holds for the polar coordinates of the curve % from Theorem 

3.7. that £ £ C ( 2 ) ( j ) , t/>£C(2)(j), <p'(t) -- 0 in j. 

Since the space S is strongly regular we may express 

(conformably with Theorems 2.3. and 2.4.) the following 

theorems for the space S 
pq 

Theorem 3.8. Let S be a space of solutions of the differen-
_ pq K 

tiai equation (pq) with the definition interval j. Let 

(yi'Yp) ke a 'Das;-s °f s • L e t s = *P ( t) ~3e a P°lar coordinate 

of the curve X: f± • y i vt), ?2 = y2(t), t £ j , defined by 

formula (2.3). 

Then it holds for the increasing or decreasing function 

f= fit) 

u 1 \a>~ ( s ) = cos s , u „ \(f>~ ( s ) = s i n s , s € 0 , 

~ = f(J) 
or 

ul L^~ ("ll = cos s' u2 LV~ (sll = -sin 8, -s£3, 

~ = f (J) . 
-1 

where ^ ' denotes the inverse function to 9* and the func­

tions u. are determined by the conditions y.(t) = 
= f(t)u.(t), t £ j , i=l,2, u2(t) + u2(t) = 1, f(t) = 

IУl(t) + y|(t) . 
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Theorem 3.9. Suppose the assumptions of Theorem 3.8. are 

fulfilled. Let A = |aik||f i,k = 1,2, Y = A.u [^(s)]. 

If the matrix A is of the form (2.16) then the functions 

Y l fY 2 are given by formulas (2.17). 

Theorem 3.10. Let S be a space of solutions of the diffe-
pq 

rential equation (pq) with the definition interval j . Let 

(ylfy2) be a basis of the space S . Let (f> = (£> (t) be an 
increasing or decreasing function satisfying the functional 

equation tgtf(t) = y2(t)/y1(t) for t € j. Let D = f (j ). Then 

for 
a) the bisection f: j -> 0, (f>&^2\i), 

b) the function f = yvf(*) a ^hS t) € ^ ^ ( i )» f(*) * ° 
for t € j , 

/ cos s s i n s \ / cos s s i n s \ 
c) the ma t r i x A = I . ° ° , or A = . ° ° ), ' \ - s i n sn cos s / ' \ s m s -cos s / ' o o' o o' 

so€0' so = r^o)' 'o*- ' 
there exists a global transformation S* onto the space S a K pq 
given by the relation 

y.(t) = Af(t) y[h(t)] , 

t e j, Y = (cos s, sin s ) T , _y. = (V1*V2)
T • 

P r o o f . The above theorem is a modification of Theorem 

2.5. in case of the space S 

pq 

Definition 3.3. The differential equation 

Y" = -Y (-1) 

with the definition interval 0, 3 = Cf> (j) will be called the 
canonical form of the second order of the space S of the 

pq 
solution of the differential equation (pq), more briefly the 
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canonical differential equation of the second order of the 

space S „. 
r pq* 

Let us note that by the space of solutions of the 

differential equation (-1) we mean the space S with the 

definition interval 3. The elements of the space S are the 

functions 

Y = k* cos s + L sin s , s€3, k* , kp € R . 

Definition 3.4. Let (y1 ,y9) be a basis of the space S with 

the definition interval j. Every function o< £. C^ (j), 

C<: j -* 3 satisfying in j the functional equation 

Уl(t) 
tg*(t) = -------

will be called a first phase, more briefly a phase of an 

ordered pair of solutions y.,yp£ S 

Theorem 3.11. Let (y*,y2) be a basis of the space S with 

the definition interval j. Let (Y^Yp) be a basis of the 

space 5 with the definition interval 0. Suppose the space 

S* is globally transformed onto the space S by the equa-

tion. 

2(t) = Af(t) i [h( t ) ] 

by means of the function f, the parametrization h and the 

matrix A. Let eC be a matrix given by the equation Y = jt Y 

where Y = (cos s, sin s) . Let y = (y1 ,y0) , where y = 
= <& A~ .Y, * whereby <£ " # A"" denote the inverse matrices 

to the matrix 3U , or A. Let o( = oi (t) a first phase of the 

basis (y2»y^)^S . Then 

(X (t) = h(t) + k5r" t k being an integer, 

CXQ = (X ( t) for t e j. 

144 



P r o o f . The above theorem is a modification of Theorem 

2.7. in case of the space S 
pq 

Theorem 3.12. Let S be the space of solutions of the 
pq K 

differential equation (pq) with the definition interval j 1 

and SpQ be the space of solutions of the differential equa­

tion (PQ) with the definition interval jp. Next let S* be 

a canonical space with the definition interval 3. Let Y = 

- ( V Y 2 ) be a basis of S*. Let (u^u )€Spq, (UlfU2)espQ 

be a space basis. Suppose the space S is globally transformed 

onto the space S by the equation 
u(t) = A1f(t) l[h(t)Jf where hs j± «# 0, h£C ( 2 )(J 1), 

H = (U;i,u2)
T. 

Suppose the space S is globally transformed onto the 
space Sp0 by the equation 

U(T) -= A2F(T) |[H(T)] . where H: J2 •+ 0, H€c(
2)(J2) , 

u « (u l fu 2)
T . 

The necessary and sufficient condition for the existence 

of the global transformation of the space SpQ onto the space 

S transforming the basis (u^uJ into the basis (ui«u2^ ̂y 

a) the bijection k: j 1 -*• j 2, k 6 C* ^(j1) , 

b) the function gfic'2'(j), g(t) / 0 for* t 6 j^ , 

-1 
c) the matrix B a A..A2 

by the formula 

u(t) = Bg(t) u[k(t)J, t j 1 

is the existence of 

1. a bijection T - X(t), X: j 1 -> j 2 , X€C(2)(j1) , 
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2. an integer Z , for which h(t) = H[x(t)] + £$* 

for t C J.L . 

P r o o f. The above theorem is a modification of Theorem 

2.8. in case of the space S , S p Q . 
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KANONICKÝ PROSTOR SPOJITÝCH FUNKCÍ DIMENZE 2 

Souhrn 

Článek je věnován studiu globální transformace dvouroz­

měrných regulárních a silně regulárních prostorů spojitých 

funkcí z geometrického hlediska. Význačnou roli zde má tzv. 
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kanonický prostor spojitých funkcí, který umožňuje charakte­

rizovat studované prostory spojitých funkcí. 

Definuje se fáze c< uspořádané dvojice funkcí y*»yp 

v silně regulárním prostoru S s definičním intervalem j jako 

každá spojitá funkce v j, která v j vyhovuje funkční rovnici 

tgoc(t) = y1(t)/y2(t). Hledá se vztah mezi první fázítx 

a parametrizací h, kterou je zprostředkována globální trans­

formace kanonického prostoru spojitých funkcí na prostor S 

a ukazuje se, že platí o<.(t) • h(t) + k^, k celé, oi «tX(t). 

Dokazuje se nutná a postačující podmínka pro existenci glo­

bální transformace silně regulárních prostorů S* a S 2 dimen­

ze 2. 

Získané výsledky jsou aplikovány na prostory řešení li­

neárních diferenciálních rovnic obecného a Sturmova tvaru. 

КАНОНИЧЕСКОЕ ПРОСТРАНСТВО НЕПРЕРЫВНЫХ ФУНКЦИЙ 

РАЗМЕРНОСТИ 2 

Резюме 

Настоящая статья посвящена изучению глобального преобра­

зования двухмерных регулярных и сильно регулярных пространств 

непрерывных функций с геометрической точки зрения. Особую 

роль здесь играет т.н. каноническое пространство непрерыв­

ных функций, которое дает возможность характериэировать 

изучаемые пространства непрерывных функций. 

Определяется первая фава сС упорядоченной пары функций 

у^
в
 У

2
 в сильно регулярном пространстве 5 с интервалом 

определения з как любая непрерывная функция в о , которая 

в 3 удовлетворяет функциональному уравнению *д/С(*) = 

= у
1
( 1:)/у

2
( и). Ищется соотношение между первой фазой <?С и 
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параметризацией И , с помощь» которой осуществляется гло­

бальная трансформация канбнического пространства непрерыв­

ных функций на пространство 8 и показывается, что имеет 

место «6
к
(1:)--п(*) + кЗГ. к целое, <?С

0
 • Л( * ). 

Доказывается необходимое и достаточное условие для су­

ществования глобальной трансформации сильно регулярных 

пространств 5
1
 и 5

2
 размерности 2. 

Полученные результаты применяются в теории пространств 

решений линейных дифференциальных уравнений общего типа и 

типа Штурма. 
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