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On a construction of weak solutions

to non-stationary Stokes type equations by

minimizing variational functionals and their regularity

Hiroshi Kawabi

Abstract. In this paper, we prove that the regularity property, in the sense of Gehring-
Giaquinta-Modica, holds for weak solutions to non-stationary Stokes type equations.
For the construction of solutions, Rothe’s scheme is adopted by way of introducing
variational functionals and of making use of their minimizers. Local estimates are carried
out for time-discrete approximate solutions to achieve the higher integrability. These
estimates for gradients do not depend on approximation.

Keywords: non-stationary Stokes type equations, higher integrability of gradients, Cac-
cioppoli type estimate, Gehring theory, Rothe’s scheme

Classification: 35Q30, 76D05, 35J50, 39A12

1. Introduction

There has been studied the higher integrability, in the sense of Gehring-
Giaquinta-Modica ([1], [2], [3], [5] and [15]), for the gradients of weak solutions to
elliptic and parabolic partial differential equations and minimizers of variational
functionals.
This paper is motivated by the paper [4] due to Giaquinta and Modica, which

has successfully studied the higher integrability for the gradients of weak solutions
to stationary Navier-Stokes equations with bounded and measurable coefficients
in the second order differential terms. They called these equations stationary
Navier-Stokes type equations .
The main objective of this paper is to establish the regularity theory for weak

solutions to non-stationary Stokes type equations . Based on this paper, we will
discuss this regularity results for weak solutions to non-stationary Navier-Stokes
type equations in the forthcoming paper (Kawabi [10]).
Here we remark that this type non-stationary problem has been studied by

many authors. Especially Kaplický-Málek-Stará [9] constructed weak solutions
of Stokes type equations and gave global estimates under quite similar assump-
tions to ours. However their approach is different from ours and we obtain local
estimates for weak solutions. Hence it seems that our result is not included in [9].

Research partially supported by JSPS Research Fellowships for Young Scientists.
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Now we introduce our approach. To construct weak solutions for partial dif-
ferential equations with time-variable, the method of semi-discretization in time
variable, so-called Rothe’s method has been used since about 70 years ago. Our
method is based on the concept of the discrete Morse semiflows, which was first
proposed by Rektorys [16] and which was rediscovered by Kikuchi [11]. This
method is Rothe’s method taking into considerations the variational structure, in
other words it is the semi-discretization in time variable of gradient flows (Morse
flows) of some functionals. Recently Nagasawa [14] constructed weak solutions for
non-stationary Navier-Stokes equations using this method. But he did not study
their regularity property. On the other hand, Kikuchi [12] studied the higher
integrability of the gradients of time-discrete approximate solutions for parabolic
systems corresponding to a certain variational functional. The obtained estimates
are independent of approximation. It enables him to construct Morse flows with
the higher integrability of the gradients. In this paper, we adopt this argument.

First we give some notations and formulate the problem. For simplicity, we
assume the external force term f = 0. Let Ω be a bounded domain in R

m,
m ≥ 2, with Lipschitz boundary ∂Ω and T a positive real number. We deal with
non-stationary Stokes type equations with initial-boundary conditions:

(1.1)























∂tu
i = ∇α(A

αβ
ij (x)∇βuj) +∇ip, in (0, T )× Ω,

∇ · u = 0, in (0, T )× Ω,

u = u0, on (0, T )× ∂Ω,

u = u0, on {0} × Ω,

where u = (u1, . . . , um) is a velocity, p is a pressure, i, j, α, β = 1, . . . , m, x =
(x1, . . . , xm), ∂t = ∂/∂t, ∇α = ∂/∂xα, ∇ · u = div u. Here and hereafter, the
summation convention is used, Greek and Latin letters running from 1 to m.

The coefficients {Aαβ
ij (x)} are assumed to satisfy the following conditions:

(A1) A
αβ
ij (x) : Ω→ R are bounded and measurable in Ω, i.e.,

|Aαβ
ij (x)| ≤ L for almost every x ∈ Ω.

(A2) Aαβ
ij (x) are symmetric, i.e.,

A
αβ
ij (x) = A

βα
ji (x) for almost every x ∈ Ω.

(A3) Aαβ
ij (x) satisfy the ellipticity condition

A
αβ
ij (x)ξ

i
αξ

j
β ≥ λ|ξ|2 for any ξ = (ξi

α) ∈ R
m2 and almost every x ∈ Ω

with a uniform constant λ > 0.

In the case of Aαβ
ij (x) = νδαβδij , the equations (1.1) are the usual non-

stationary Stokes equations. Here δij is the Kronecker delta. We emphasize
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the fact that Rothe’s method is well adapted to such kind of problems with non-
smooth coefficients.

We denote by W k,p(Ω, Rm) the usual Sobolev space. In this paper we write

Hk(Ω, Rm) := W k,2(Ω, Rm) for simplicity. We also denote by H10 (Ω, Rm) the

closure of C∞
0 (Ω, Rm) in H1(Ω, Rm), which is equipped with the scalar product

(u, v)(1) :=

∫

Ω
(∇u(x),∇v(x)) dx =

∫

Ω
∇αui(x)∇αvi(x) dx.

The space V (Ω) denotes the closure of the space

C∞
0,σ(Ω) := {u ∈ C∞

0 (Ω, Rm) | ∇ · u = 0}

in the space H10 (Ω, Rm).

Let u0 be a map from H1σ(Ω), the closure of the space

C∞
σ (Ω) := {u ∈ C∞(Ω, Rm) | ∇ · u = 0}

in H1(Ω, Rm), which plays a role of the initial-boundary data. We use the set of
functions

Vu0(Ω) :=
{

u ∈ H1(Ω, Rm) | u − u0 ∈ V (Ω)
}

.

Abridged notations of bilinear forms

A(x)(∇u,∇v) = Aαβ
ij (x)∇αui∇βuj

A(x)(∇ηu,∇ηv) = A
αβ
ij (x)∇αη∇βη · uiuj ,

will be adopted for a scalar-valued function η, which may arouse no confusion of
the understanding.
A weak solution to the problem (1.1) is defined as a mapping

u ∈ L∞(0, T ;Vu0(Ω)) ∩ H1(0, T ;L2(Ω, Rm))

such that
lim
tց0

u(t) = u0 strongly in L2(Ω, Rm)

and for any Φ(x) in V (Ω),

∫

Ω
{(∂tu(t, x),Φ(x)) +A(x)(∇u(t, x),∇Φ(x))} dx = 0

holds for almost every t ∈ (0, T ).
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To construct such a weak solution, we use Rothe’s method for parabolic differ-
ential equations. Take a positive integer N such that N > T and put h = T

N and
tn = nh, n = 0, 1, . . . , N .
An approximate solution to the problem (1.1) is, by definition, an Vu0(Ω)-

valued function uh(t), −h < t ≤ T constructed by

uh(t) :=

{

un, for tn−1 < t ≤ tn, n = 1, . . . , N,

u0, for − h < t ≤ 0,
where {un}N

n=1 ⊂ Vu0(Ω) is a family of functions such that

(1.2)

∫

Ω

{

(un(x)− un−1(x)

h
,Φ(x)

)

+A(x)(∇un(x),∇Φ(x))
}

dx = 0

for any Φ ∈ V (Ω) and n = 1, 2, . . . , N . We note that {un}N
n=0 is a weak solution

in H1(Ω, Rm) to difference partial differential systems of elliptic-parabolic type:










ui
n−ui

n−1

h = ∇α(A
αβ
ij (x)∇βu

j
n) + (∇ipn),

∇ · un = 0,

un |∂Ω= 0,
where n = 1, . . . , N .

Here we shall display the notations used in this paper:

∂tun :=
un − un−1

h
.

∂tuh(t) := ∂tun, tn−1 < t ≤ tn, n = 1, . . . , N.

ũh(t) := uh(t − h), t ∈ (0, T ].
Q := (0, T )× Ω = {z = (t, x) ∈ R × R

m | t ∈ (0, T ), x ∈ Ω} .

For z0 = (t0, x0) ∈ R × R
m,

ΛR(t0) :=
{

t ∈ (0, T ) | t0 − R2 < t < t0

}

,

BR(x0) := {x ∈ R
m | |x − x0| < R} ,

QR(z0) := ΛR(t0)× BR(x0).

For v ∈ L1(Q, Rm), we define

vA :=

∫

A
v(z) dz =

1

m(A)

∫

A
v(z) dz,

where m(A) is the Lebesgue measure of A ⊂ Q.
The symbol [a] means, by convention, the greatest integer not greater than the

number a, Gauss’ symbol of a. C = C(∗) denotes a positive constant depending
on the quantities ∗ appearing in the parenthesis. The constants C appearing
in the argument may depend on m, λ, L, T or Ω, particularly not on h, unless
otherwise stated.
We are now in a position to state our main results.
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Theorem 1.1. Let u0 ∈ H1σ(Ω) and uh be an approximate solution to the prob-

lem (1.1). Then, there exist positive constants ε and C depending only on m, λ
and L, not on h, such that

(1.3)

(
∫

QR(z0)
|∇uh|2+ε dz

)1/(2+ε)

≤ C

(
∫

Q4R(z0)
|∇uh|2 dz

)1/2

+ Ch(p−1)/2
(
∫

Q4R(z0)
|∂tuh|(1+ε/2)p|uh − ũh|(1+ε/2)(2−p) dz

)1/(2+ε)

holds for any Q4R(z0) ⊂ Q, z0 = (tn0 , x0), n0 = 1, . . . , N and 1 < p < 2.

Theorem 1.2. For u0 ∈ H1σ(Ω), there exists the unique weak solution u to the
problem (1.1) such that

(1.4)

(
∫

QR(z0)
|∇u|2+ε dz

)1/(2+ε)

≤ C

(
∫

Q4R(z0)
|∇u|2 dz

)1/2

holds for any Q4R(z0) ⊂ Q, z0 = (t0, x0), where C and ε are positive constants
depending only on m, λ and L.

2. Construction of an approximate solution and preliminary facts

First we construct an approximate solution uh to the problem (1.1) with the
initial-boundary data u0 ∈ H1σ(Ω). We inductively construct two sets of maps

{un}N
n=1 and {Fn}N

n=1 as follows: A variational functional

Fn(u) =

∫

Ω

( 1

h
|u − un−1|2 +A(x)(∇u,∇u)

)

dx

is introduced and un is fixed as a minimizer of Fn in Vu0(Ω), the existence of
which is assured by the weak lower semi-continuity of Fn in V (Ω), Vu0(Ω) being
convex. Note that un thus constructed satisfies the identities (1.2) which are the
Euler-Lagrange equations for n = 1, . . . , N .

Upon comparing un−1 in Fn with the minimizers un, n = 1, . . . , N , we infer

∫

Ω
A(x)(∇un,∇un) dx+ h

∫

Ω
|∂tun|2 dx ≤

∫

Ω
A(x)(∇un−1,∇un−1) dx

and thus have the following lemma. This plays a key role in the proof of Theo-
rem 1.2.
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Lemma 2.1. Let uh : [−h, T ] → Vu0(Ω) be the approximate solution to the
problem (1.1). Then we have the estimates

sup
−h≤t≤T

∫

Ω
A(x)(∇uh(t),∇uh(t)) dx ≤

∫

Ω
A(x)(∇u0,∇u0) dx,

∫ T

0

∫

Ω
|∂tuh|2 dx dt ≤

∫

Ω
A(x)(∇u0,∇u0) dx.

Next we state several preliminary facts which will play a central role in the
sequel.
In the study of Navier-Stokes equations, Leray’s projection operator is im-

portant. In this paper, we use the similar projection operator Pω defined in
Giaquinta-Modica [4]. Let ω be an open subset of Ω. We define the continuous
linear operator Lω : H

1
0 (ω, Rm)→ L2(ω, Rm) by LωΦ := ∇·Φ for Φ ∈ H10 (ω, Rm).

Then we note that V (ω) is equal to KerLω. See Ladyzhenskaya [13] for the proof.

We define the projection operator Pω : H
1
0 (ω, Rm)→ V ⊥(ω) where V ⊥(ω) is the

orthogonal complement of V (ω).
The following proposition plays a fundamental role to prove Caccioppoli type

estimate in Section 3.

Proposition 2.2. For all Φ ∈ H10 (ω, Rm), we have

∫

ω
|∇(PωΦ)|2 dx ≤ C

∫

ω
|∇ · Φ|2 dx,

where the constant C depends on the domain ω; if ω is a ball, then C is an
absolutely constant.

Let x0 ∈ Ω and r be a positive number satisfying Br(x0) ⊂ Ω and η ∈
C∞
0 (Br(x0)) a usual cut-off function such that η ≡ 1 in Br/2(x0), 0 ≤ η ≤ 1, and

|∇η| ≤ 4/r. For a mapping v ∈ L1(Ω, Rm) and positive number s < r, we set

(2.3) v̂s :=
(

∫

Bs(x0)
η2(x)v(x) dx

)/(

∫

Bs(x0)
η2(x) dx

)

.

The following property has been effectively used in Struwe [17].

Proposition 2.3. There exists a positive constant C depending only on m such
that

∫

Br(x0)
|v − v̂s|2 dx ≤ C

∫

Br(x0)
|v − v̂r|2 dx

holds for any v ∈ L2(Ω, Rm) and positive number s satisfying r/2 ≤ s ≤ r.
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Finally we recall the fundamental result due to Gehring-Giaquinta-Modica ([1],
[2], [3] and [5]). We, however, need to generalize it so as to be applicable to
difference-partial differential equation. See Haga-Kikuchi [7] and Hoshino-Kikuchi
[8] in this connection.

Proposition 2.4. Let f ∈ Lq(Q) and g ∈ Lr(Q), r > q > 1, be nonnegative
h-time step functions. Suppose that there exist two constants θ and C1 with
0 ≤ θ < 1, C1 > 1 such that

(2.4)

∫

QR(z0)
fq dz ≤ C1

{

(
∫

Q4R(z0)
f dz

)q

+

∫

Q4R(z0)
gq dz

}

+θ

∫

Q4R(z0)
fq dz,

holds for every Q4R(z0) ⊂ Q with z0 = (tn0 , x0), n0 = 1, . . . , N . Then there
exist two positive constants C2 and ε depending only on C1, θ, q, r, m, such that
g ∈ Lp

loc(Q) for p ∈ [q, q + ε) and

(2.5)

(
∫

QR(z0)
fp dz

)1/p

≤ C2

{

(
∫

Q4R(z0)
fq dz

)1/q

+

(
∫

Q4R(z0)
gp dz

)1/p
}

,

holds for every Q4R(z0) ⊂ Q with z0 = (tn0 , x0), n0 = 1, . . . , N .

3. Local estimates for the approximate solution

In this section, we derive the Caccioppoli type estimate which is the key lemma
to get the higher integrability of gradients. In this lemma, we use the cut-off
function η defined as follows: Let k and l be positive numbers satisfying R ≤ k <
l ≤ 2R for any positive number R. We define η(x) := ηk,l(x) ∈ C∞

0 (Bl(x0)) by

(3.1) η(x) ≡ 1 in Bk(x0), 0 ≤ η(x) ≤ 1, and |∇η(x)| ≤ 2(l − k)−1.

We also set

(3.2) ûh,2R(t) := ûn,2R for tn−1 < t ≤ tn, n = 1, . . . , N.

Using the notations (2.3) and (3.2), we have

Lemma 3.1 (Caccioppoli type estimate). Let uh be an approximate solution to

the problem (1.1). Then there exists a positive constant C depending on λ, L
such that

(3.3)

∫

QR(z0)
|∇uh|2 dz ≤ CR−2

∫

Q2R(z0)
|uh − ûh,2R|2 dz

+ Chp−1
∫

Q2R(z0)
|∂tuh|p|uh − ũh|2−p dz

holds for any Q2R(z0) ⊂ Q, z0 = (tn0 , x0), n0 = 1, . . . , N and for any 1 < p < 2.

Furthermore, for each 1 < p < 2, |∂tuh|p|uh − ũh|2−p belongs to Lp(Q) for any
1 < p ≤ m/(m − 2 + p).

The proof of the lemma is based on the following assertion.
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Lemma 3.2. For {un}N
n=1 ⊂ Vu0(Ω) defined in Section 1, the equality

(3.4)

∫

Bl(x0)

(

un − un−1, PBl

{

η2(un − ûn,l)
}

)

dx = 0

holds for any n = 1, . . . , N . Here PBl
: H10 (Bl(x0))→ V ⊥(Bl(x0)) is the projec-

tion operator defined in Section 2.

Proof: First, we show

(3.5)

∫

Bl(x0)

(

PBl

{

η2(un − ûn,l)
}

, w
)

dx = 0,

for any w ∈ C∞
0,σ(Bl(x0)). Here ûn,l is defined by (2.3). We want to represent w

as ∆U . Let w ∈ C∞
0,σ(Bl(x0)) be fixed. We consider

(3.6)

{

∆U = w in Bk(x0),

U = 0 on ∂Bk(x0),

where supp(w) ⊂⊂ Bk(x0) ⊂ Bl(x0). Generally, there exists a solution U ∈
C∞(Bk(x0)) of (3.6). In the sequel, we extend U to a function defined on Bl(x0)
and vanishing identically outside Bk(x0). We call it U again. For any ε < l − k,
we denote by Uε and wε a mollification of U and w, respectively. Then Uε ∈
C∞
0 (Bl(x0)) and it satisfies

(3.7)

{

∆Uε = wε in Bk+ε(x0),

Uε = 0 on ∂Bk+ε(x0).

We want to show ∇ · Uε = 0. By operating ∇· to (3.7), we have

∆(∇ · Uε) = ∇ · (∆Uε) = ∇ · (wε) = 0 in Bk+ε(x0),

and

∇ · Uε = 0 on ∂Bk+ε(x0).

Using the strongly maximum principle for Laplace equation, we obtain

∇ · Uε = 0 in Bl(x0).

Hence we obtain Uε ∈ C∞
0,σ(Bl(x0)). By recalling limε↓0 Uε = U strongly in

H10 (Bl(x0)), we have shown U ∈ V (Bl(x0)).
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Therefore we have

∫

Bl(x0)

(

PBl

{

η2(un − ûn,l)
}

, w
)

dx

=

∫

Bl(x0)

(

PBl

{

η2(un − ûn,l)
}

,∆U
)

dx

= −
∫

Bl(x0)

(

∇PBl

{

η2(un − ûn,l)
}

,∇U
)

dx = 0.

We complete the proof of (3.5).
Then by de-Rham’s theorem ([13]), there exists a scalar valued function q ∈

H2(Bl(x0)) satisfying

(3.8) PBl

{

η2(un − ûn,l)
}

= ∇q.

By virtue of η ∈ C∞
0 (Bl(x0)), we have PBl

{

η2(un − ûn,l)
}

= 0 inBl(x0)\ supp(η).
It follows from (3.8) that q is equal to a certain constant C∗ in Bl(x0)\ supp(η).
Hence we have γq = C∗ on ∂Bl(x0), where γ : H1(Bl(x0))→ L2(∂Bl(x0);Hm−1)
is the trace operator and Hm−1 is the (m − 1)-dimensional Hausdorff measure.
Therefore we have the following calculation for sufficient small ε > 0:

∫

Bl(x0)

(

(un)ε − (un−1)ε, PBl

{

η2(un − ûn,l)
}

)

dx

=

∫

Bl(x0)

(

(un)ε − (un−1)ε,∇q
)

dx

= −
∫

Bl(x0)
q ·
(

∇ · (un − un−1)
)

ε
dx+

∫

∂Bl(x0)
γq ·

(

(un)ε − (un−1)ε, ν
)

dHm−1

= C∗

∫

∂Bl(x0)

(

(un)ε − (un−1)ε, ν
)

dHm−1,

where ν is the outer normal vector to the boundary ∂Bl(x0) and we used the
identity ∇ · (un − un−1) = 0 in Bl(x0). Gauss’ theorem leads us to

∫

Bl(x0)

(

(un)ε − (un−1)ε, PBl

{

η2(un − ûn,l)
}

)

dx = 0.

By letting ε ↓ 0, we complete the proof. �

Proof of Lemma 3.1: Let k and l be positive numbers satisfying R < k <
l < 2R. By introducing the cut-off function η ∈ C∞

0 (Bl(x0)) which was defined
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by (3.1), we carry out the following estimation:

λh

∫

Bk(x0)
|∇un|2 dx

≤ h

∫

Bl(x0)
A(x)

(

∇
{

η(un − ûn,l)
}

,∇
{

η(un − ûn,l)
} )

dx

= h

∫

Bl(x0)
A(x)

(

∇η(un − ûn,l),∇η(un − ûn,l)
)

dx

+ h

∫

Bl(x0)
A(x)

(

∇un,∇
{

η2(un − ûn,l)
})

dx

=: I1 + I2.

For the estimation of the term I1, we use estimate (3.1) to obtain

(3.9) I1 ≤ Ch(l − k)−2
∫

Bl(x0)
|un − ûn,l|2 dx.

Next we shall carry out the estimation of the term I2. Consider the function
φn := hη2(un − ûn,l). Then Φn := φn − PBl

φn can be a test function to the
equations (1.2) since this function is of V (Bl(x0)). Hence we write the term I2
to be

I2 = h

∫

Bl(x0)
A(x)

(

∇un,∇PBl

{

η2(un − ûn,l)
})

dx

+

∫

Bl(x0)

(

un − un−1, PBl

{

η2(un − ûn,l)
})

dx

−
∫

Bl(x0)
η2 · (un − un−1, un − ûn,l) dx

=: I3 + I4 + I5.

Note that ∇ · un = 0 implies

∇ · {η2(un − ûn,l)} = 2η(∇η, un − ûn,l).

Then by using Proposition 2.2, we have

(3.10)

I3 ≤ Ch

(

∫

Bl(x0)
|∇un|2 dx

)1/2 (
∫

Bl(x0)
|∇ · {η2(un − ûn)}|2 dx

)1/2

≤ h

2

∫

Bl(x0)
|∇un|2 dx+ C(l − k)−2h

∫

Bl(x0)
|un − ûn|2 dx.
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By recalling Lemma 3.2, we easily have

(3.11) I4 = 0.

For the estimate of the term I5, we follow the following two ways. The first
estimate is of the form

(3.12) I5 ≤
1

2

∫

Bl(x0)
|un − un−1|2 dx+

1

2

∫

Bl(x0)
|un − ûn,l|2 dx.

On the other hand, we have

(3.13)

I5 = −
∫

Bl(x0)
η2|un − ûn,l|2 dx+

∫

Bl(x0)
η2(ui

n,l − ûi
n−1,l)(u

i
n − ûi

n,l) dx

≤ 1
2

∫

Bl(x0)
|un−1 − ûn−1,l|2 dx − 1

2

∫

Bl(x0)
|un − ûn,l|2 dx,

by noting
∫

Bl(x0)
η2ûi

n,l(u
i
n − ûi

n,l) dx = ûi
n,l

∫

Bl(x0)
η2(ui

n − ûi
n,l) dx = 0.

Gathering the estimates (3.9), (3.10), (3.11), (3.12) and (3.9), (3.10), (3.11),
(3.13) respectively, we achieve the estimate of two type

(3.14)

h

∫

Bk(x0)
|∇un|2 dx

≤ h

2

∫

Bl(x0)
|∇un|2 dx + C(l − k)−2h

∫

Bl(x0)
|un − ûn,l|2 dx

+
1

2

∫

Bl(x0)
|un − ûn,l|2 dx+ C

∫

Bl(x0)
|un − un−1|2 dx

and

(3.15)

h

∫

Bk(x0)
|∇un|2 dx

≤ h

2

∫

Bl(x0)
|∇un|2 dx+ C(l − k)−2h

∫

Bl(x0)
|un − ûn,l|2 dx

+
1

2

(
∫

Bl(x0)
η2|un−1 − ûn−1,l|2 dx −

∫

Bl(x0)
η2|un − ûn,l|2 dx

)

.

For k, l and h, two different situations can occur, namely

(I) (l − k)2 < 4h, (II) (l − k)2 ≥ 4h.
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As we shall see, the estimate (3.14) will be applied when treating the case (I)
meanwhile in the case (II) we will use the estimate (3.15).
First we deal with the case (I). It reduces (3.14) to

(3.16)

h

∫

Bk(x0)
|∇un|2 dx

≤ h

2

∫

Bl(x0)
|∇un|2 dx+ C(l − k)−2h

∫

Bl(x0)
|un − ûn,2R|2 dx

+ Chp
∫

Bl(x0)
|∂tun|p|un − un−1|2−p dx

for each 1 < p < 2, where Proposition 2.3 is applied in deriving the second term
of the right hand side. Taking summation of the inequalities (3.16) over n from
n0 − [k2/h] + 1 to n0 and multiplying both sides of (3.16) by n = n0 − [k2/h] by
(k2 − [k2/h]h)h−1, we sum up the two resultant estimates to have the estimate:

(3.17)

∫

Qk(z0)
|∇uh|2 dz

≤ 1
2

∫

Ql(z0)
|∇uh|2 dz + C(l − k)−2

∫

Ql(z0)
|uh − ûh,2R|2 dz

+ Chp−1
∫

Ql(z0)
|∂tuh|p|uh − ûh,2R|2−p dz

for any 1 < p < 2 and R < k < l < 2R.
Next we deal with the case (II). We shall introduce the following time discrete

cut-off function ([11]):
(3.18)

ζn :=















1, for n > n0 − [k2/h],

n−(n0−[l2/h]+1)
(n0−[k2/h]−1)−(n0−[l2/h]+1)

, for n0 − [l2/h] + 1 < n ≤ n0 − [k2/h]− 1,

0, for n ≤ n0 − [l2/h].

We note

(3.19) 0 ≤ ζn − ζn−1 ≤ 4h(l − k)−2 for 0 < k < l with (l − k)2 > 4h.

Multiplying (3.15) by ζn and taking summation over n from n0 − [l2/h] + 1 to
n0, we obtain, noting (3.18) and (3.19), that

(3.20)

∫

Qk(z0)
|∇uh|2 dz + C

∫

Bl(x0)
η2|un0 − ûn0,l|2 dx

≤ 1
2

∫

Ql(z0)
|∇uh|2 dz + C(l − k)−2

∫

Ql(z0)
|uh − ûh,2R|2 dz.



On a construction of weak solutions to non-stationary Stokes type equations . . . 173

Combination of two estimates (3.17) and (3.20) implies that

(3.21)

∫

Qk(z0)
|∇uh|2 dz

≤ 1
2

∫

Ql(z0)
|∇uh|2 dz + C(l − k)−2

∫

Ql(z0)
|uh − ûh,2R|2 dz

+ Chp−1
∫

Ql(z0)
|∂tuh|p|uh − ûh|2−p dz

holds for any 1 < p < 2 and R < k < l < 2R.
Then by using Lemma 1.1 in Giaquinta-Giusti [3], we have the Caccioppoli

type estimate: For every 1 < p < 2

(3.22)

∫

QR(z0)
|∇uh|2 dz ≤ CR−2

∫

Q2R(z0)
|uh − ûh,2R|2 dz

+ Chp−1
∫

Q2R(z0)
|∂tuh|p|uh − ûh|2−p dz,

where C should be noticed to be a positive constant independent of h and R.
Finally we have that, for each 1 < p < 2, the term |∂tuh|p|uh − ûh|2−p belongs

to Lp(Q) for any 1 < p ≤ m/(m − 2 + p), which can be verified by making use
of the estimates obtained in Lemma 2.1. See the proof of Lemma 1 in [12] for
details. �

Next we present the following lemma to obtain the reverse-Hölder estimates.

Lemma 3.3. Let uh be the approximate solution to the problem (1.1). Then
there exists a positive constant C depending on λ and L such that

(3.23) sup
t∈ΛR(t0)

∫

BR(x0)
|uh(t, x)− ûh,R(t)|2 dx ≤ C

∫

Q2R(z0)
|∇uh|2 dz

holds for any Q2R(z0) ⊂ Q, z0 = (tn0 , x0), n0 = 1, . . . , N .

Proof: We exactly follow the argument discussed in [12]. We distinguish into
two cases between h and R:

(I) 4h > R2, (II) 4h < R2.

In the case (I), Poincaré’s inequality directly implies the required estimate (3.23).
For the treatment of the case (II), we prepare a cut-off function η(x) :=

ηR,2R(x) ∈ C∞
0 (B2R(x0)) with

η(x) ≡ 1 in BR(x0), 0 ≤ η(x) ≤ 1, and |∇η(x)| ≤ 2/R.
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By putting R, 2R instead of k, l in (3.15) and using Poincaré’s inequality, we have

(3.24)

∫

B2R(x0)
η2|un − ûn,2R|2 dx −

∫

B2R(x0)
η2|un−1 − ûn−1,2R|2 dx

≤ Ch

∫

B2R(x0)
|∇un|2 dx.

Let n0 − [k2/h] ≤ j ≤ n0 be fixed. Again, we shall use the time discrete cut-off
function ζn. By multiplying both sides of (3.24) by ζn and summing up over n
from n0 − [l2/h] to j, we have

(3.25)

∫

BR(x0)
|uj − ûj,2R|2 dx ≤ C

∫

Q2R(z0)
|∇uh|2 dz.

Applying Proposition 2.3 to the left hand side of (3.25), we obtain

∫

BR(x0)
|uj − ûj,R|2 dx ≤ C

∫

Q2R(z0)
|∇uh|2 dz

for n0 − [k2/h] ≤ j ≤ n0. This completes the proof. �

4. Proof of Theorems

In this section, we will give the proof of Theorem 1.2. First we prove Theo-
rem 1.1, i.e., we get the higher integrability of gradient for the approximate weak
solution uh. Next, using Theorem 1.1 and letting h ↓ 0, we prove Theorem 1.2.
Proof of Theorem 1.1: Since the proof completely follows the argument in [6],
we only give a sketch of the proof. We apply Poincaré’s inequality and Sobolev-
Poincaré’s inequality to the Caccioppoli type estimate (3.3) with the help of the
estimate (3.23) in Lemma 3.3. Then for each 1 < p < 2, we can choose 0 < θ < 1
such that the following reverse-Hölder type estimate holds:

(4.1)

∫

QR(z0)
|∇uh|2 dz ≤ θ

∫

Q4R(z0)
|∇uh|2 dz + C(θ)

(

∫

Q4R(z0)
|∇uh|α dz

)2/α

+ Chp−1
∫

Q4R(z0)
|∂tuh|p|uh − ũh|2−p dz,

where α is the exponent conjugate to the Sobolev index, i.e., α := 2m/(m+ 2).
Here we set

f := |∇uh|α, q :=
2

α
, g :=

{

hp−1|∂tuh|p|uh − ũh|2−p
}α/2
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and apply Proposition 2.4. We also recall that |∂tuh|p|uh − ûh|2−p ∈ Lp(Q) for
any 1 < p ≤ m/(m − 2 + p). Then we have

(
∫

QR(z0)
|∇uh|2+αε dz

)α/(2+αε)

≤ C

{(
∫

Q4R(z0)
|∇uh|2 dz

)α/2

+

(
∫

Q4R(z0)

{

hp−1|∂tuh|p|uh − ũh|2−p
}1+(αε)/2

dz

)α/(2+αε)}

.

This completes the proof. �

Proof of Theorem 1.2: For an approximate solution uh, we define u∗h by

u∗h(t) =
tn − t

h
un−1 +

t − tn−1
h

un, for tn−1 ≤ t ≤ tn, n = 1, 2, . . . , N.

Then it is easily seen that u∗h ∈ L∞(0, T ;Vu0(Ω)) ∩ H1(0, T ;L2(Ω, Rm)) and

∂tuh = ∂tu
∗
h. By recalling (1.2), the following equality holds for all Φ(x) ∈ V (Ω)

and Ψ(t) ∈ C∞
0 (0, T ):

(4.2)

∫ T

0

{
∫

Ω
(∂tuh(t, x),Φ(x)) +A(x)(∇uh(t, x),∇Φ(x)) dx

}

Ψ(t) dt = 0.

On the other hand, Lemma 2.1 leads us to the estimates
∫

Q
|∂tu

∗
h|2 dz =

∫

Q
|∂tuh|2 dz ≤ C

∫

Ω
|∇u0|2 dx,(4.3)

sup
t∈(0,T )

∫

Ω
|∇u∗h|2 dx = sup

t∈(0,T )

∫

Ω
|∇uh|2 dx ≤ C

∫

Ω
|∇u0|2 dx.(4.4)

Then (4.3), (4.4) and Rellich’s theorem imply that there exist a subsequence
{hk}∞k=1 tending to zero and a map u ∈ L∞(0, T ;Vu0(Ω)) ∩ H1(0, T ;L2(Ω, Rm))
such that

lim
k→∞

∇u∗hk
= ∇u, weakly in L2(Q, Rm),(4.5)

lim
k→∞

u∗hk
= u, weakly in H1(0, T ;L2(Ω, Rm)),(4.6)

lim
k→∞

u∗hk
= u, strongly in L2(Q, Rm).(4.7)

Here by recalling (4.3), we have

(4.8)

∫

Q
|uhk

− u∗hk
|2 dz ≤

∫

Q
|uhk

− ũhk
|2 dz

≤
∫

Q
(hk|∂̄tuhk

|)2 dz ≤ Ch2k

∫

Ω
|∇u0|2 dx.
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Then by virtue of (4.7) and (4.8), we have

(4.9) lim
k→∞

uhk
= u, strongly in L2(Q, Rm).

Next we carry out an estimation of the following by dividing it into two terms:

(4.10)

λ

∫

Q
|∇(uhk

− u)|2 dz

≤
∫

Q
A(x)

(

∇(uhk
− u),∇(uhk

− u)
)

dz

≤
∫

Q
A(x)

(

∇uhk
,∇(uhk

− u)
)

dz −
∫

Q
A(x)

(

∇u,∇(uhk
− u)

)

dz

=: Ik + IIk .

By recalling the equation (1.2), we have

Ik = −
∫

Q
(∂̄tuhk

, uhk
− u) dz

≤
(
∫

Q
|∂̄tuhk

|2 dz

)1/2

·
(
∫

Q
|uhk

− u|2 dz

)1/2

.

(4.9) leads us to limk→∞ Ik = 0 and (4.5) gives directly that limk→∞ IIk = 0. So
we obtain

(4.11) lim
k→∞

uhk
= u, strongly in L2(0, T ;Vu0(Ω)).

Therefore, in the equality (4.2) with h replaced by hk, we can let k to infinity
in the equality (4.2), so that

∫ T

0

{
∫

Ω
(∂tu(t, x),Φ(x)) +A(x)(∇u(t, x),∇Φ(x)) dx

}

Ψ(t) dt = 0

and hence, for any Φ ∈ V (Ω), the following equality holds for almost every t ∈
(0, T ):

∫

Ω
(∂tu(t, x),Φ(x)) +A(x)(∇u(t, x),∇Φ(x)) dx = 0.

It remains to verify the initial condition. By (4.3) and Schwarz’s inequality, we
have

‖u∗hk
(s)− u∗hk

(t)‖L2(Ω,Rm) ≤
∫ t

s

∥

∥∂tu
∗
hk
(τ, ·)

∥

∥

L2(Ω,Rm) dτ

≤
(

∫ t

s
dτ
)1/2

·
(

∫ t

s

∥

∥∂tu
∗
hk
(τ, ·)

∥

∥

2
L2(Ω,Rm) dτ

)1/2

≤
√

t − s · ‖∂tu
∗
hk
‖L2(Q,Rm) ≤ C

√
t − s
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for any 0 ≤ s ≤ t ≤ T . Letting k → ∞, this inequality takes the form

‖u(s)− u(t)‖L2(Ω,Rm) ≤ C
√

|s − t|

for almost all s, t ∈ [0, T ]. This means that the limit function u is equivalent in
Q to a function that is continuous in all t ∈ [0, T ] in the norm of L2(Ω, Rm). In
the sequel, we call it u again. Hence by recalling this and the estimate ‖u∗hk

(t)−
u0‖L2(Ω,Rm) ≤ C

√
t for any t ∈ [0, T ], we have

(4.12) lim
tց0

u(t) = u0, in L2(Ω, Rm).

To show the uniqueness of the solution in the class L∞(0, T ;Vu0(Ω)) ∩
H1(0, T ;L2(Ω, Rm)), we follow the same argument on page 261 of Temam [18].
Finally, we show the local estimate. For Q4R(z0) ⊂ Q, z0 = (t0, x0), we choose

the subsequence {hk}∞k=1 decreasing to zero such that t0/hk ∈ N. Then by
letting k tend to infinity in the inequality (1.3) and taking (4.11) and Lebesgue’s
dominated convergence theorem into account, we obtain
(4.13)
(
∫

QR(z0)
|∇u|2+ε dz

)1/(2+ε)

≤ C lim inf
k→∞

{(
∫

Q4Rhk
(zhk

)
|∇uhk

|2 dz

)1/2

+ h
(p−1)/2
k

(
∫

Q4Rhk
(zhk

)
|∂tuhk

|(1+ε/2)p|uhk
− ũhk

|(1+ε/2)(2−p) dz

)1/(2+ε)}

≤ C

(
∫

Q4R(z0)
|∇u|2 dz

)1/2

.

This completes the proof. �
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Shigeki Aida, Tôru Maruyama, Takeyuki Nagasawa, Doctor Takahiro Akiyama
and the anonymous referee for their constant encouragement, useful comments
and pointing out some errors during the preparation of this paper.

References

[1] Gehring F.W., The Lp-integrability of the partial derivatives of a quasiconformal mapping,
Acta Math. 130 (1973), 265–277.

[2] Giaquinta M., Multiple Integrals in the Calculus of Variations and Nonlinear Elliptic Sys-
tems, Annals of Mathematics Studies, 105, Princeton University Press, Princeton, NJ, 1983.



178 H.Kawabi

[3] Giaquinta M., Giusti E., On the regularity of the minima of variational integrals, Acta
Math. 148 (1982), 31–46.

[4] Giaquinta M., Modica G., Non linear system of the type of the stationary Navier-Stokes
system, J. Reine Angew. Math. 330 (1982), 173–214.

[5] Giaquinta M., Modica G., Regularity results for some classes of higher order non linear
elliptic systems, J. Reine Angew. Math. 311/312 (1979), 145–169.

[6] Giaquinta M., Struwe M., On the partial regularity of weak solutions of non-linear parabolic
systems, Math. Z. 179 (1982), 437–451.

[7] Haga J., Kikuchi N., On the higher integrability for the gradients of the solutions to dif-
ference partial differential systems of elliptic-parabolic type, Z. Angew. Math. Phys. 51
(2000), 290–303.

[8] Hoshino K., Kikuchi N., Gehring theory for time-discrete hyperbolic differential equations,
Comment. Math. Univ. Carolinae 39.4 (1998), 697–707.
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