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Časopis pro pěstování matematiky, roč. 88 (1963), Praha 

PERIODIC SOLUTIONS OF KIRCHHOFF'S NETWORKS 

VACLAV DOLE^AL and ZDENEK VOREL, Praha 

(Received August 13, 1962) 

In this paper some conditions for the existence of periodic solutions of 
Kirchhoff's networks introduced in [1], are presented. 

The concepts and symbols used in this paper will have the same meaning as those 
introduced in [1]. 

Let D be the set of all (complex) one-dimensional Schwartz distributions. Let 
feD and let us define on K (the set of all infinitely differentiable functions cp(t) with 
compact support) the functional/(""1) by the relation 

a) 
(/<-!>, (p) = (f, - f cp(x) dx + f r 9(x) dx\ [' Cp0(x) dx\ + CT <?(t) dT , 

\ J - o o \ J - 0 O J J - 00 / J - c o 

where q>0(t) is a fixed function belonging to K, which satisfies the relation j ! ! ^ <p0(
T) • 

^ 1 = 1, and C is a constant. 
It can be easily verified that the following statements are true: a j / ^ ^ e D , 

b) (f<*~X))r = /> c) two distributions defined by (l)for the samef and any q>0(t) and € 
differ by a constant, d) (//)<"1) =- / + K, K being a constant, e) if f e D is regular 
thenf(~~l) is also regular, the corresponding function being jof(x) dr + K. 

In view of statements b), d), e ) / ^ 1 ) will be called the primitive distribution to / 
If P(£) = an£

n + a^^"1 + ... + a0 (at being numbers), let us define the oper­
ator P(D) onD by the equation P(D) x = anx

(n) + flw-.iX0,"1) + ... + a0x. Defining 
the sum and the product of two operators defined on D in the usual manner, it can be 
easily verified that the product of any two operators Pi(D), P2(D) is commutative. 

If/ e D, T > 0, let the functional/r be defined on K by 

(2) (fT,9(t)) = (f,<p(t + T)). 

Obviously, fTeD and DfT = (Df)T, (exp at)T = exp a(t - T). 
The distribution feD will be called T-periodic, if/ = /T- Let D r be the set consist­

ing of all T-periodic distributions. It is clear that if/, g e Dr, then/ + g, txff e DT 

(a being a number). 
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Lemma 1. Let a be a number, co > 0, fe DT with T = 2TZ/CD; if a #= inco for n = 
= 0, ± 1 , ± 2 , . . . , then there is an x e DT satisfying the equation 

(3) (D-x)x=f. 

Moreover, iff is regular, then x is also regular and the corresponding function x(t) 
has a local integrable derivative (in the usual sense) almost everywhere. 

Proof. First note that equation (3) has solutions, since the distribution 

(4) x = eat(e-atfy-v 

satisfies (3). Moreover, it can be easily shown that every solution of (D — a) z = 0 has 
the form z = C exp at, C being a constant. 

Let x satisfy (3); then we have (D — a) xT = f r , and, consequently, (D — a ) . 
. (x — x r ) = 0. Thus, x — x r = C exp at. Let us put x = x + K exp at with K = 
= — C(l — exp (— aT))"1; evidently, x is a solution of (3) and we have 

x — x r ' = C exp at + K(l — exp (— aT)) exp at = 0 , 

i.e. x is T-periodic. 

The proof of the second statement is obvious. . 

From Lemma 1 the subsequent statement follows immediately by induction. 

Lemma 2. Let co > 0, P(£) =$= 0 be a polynomial of the n-th degree each root of 
which is different from the numbers ivco, v = 0? ± 1 , ±2 , ..., and let fe DT with 
T = 27i/co; then there is a unique distribution x e D r satisfying the equation 

(5) P ( D ) x = / . 

Moreover, iff is regular, then x is also regular and the corresponding function x(t) 
has the (usual) locally integrable derivative of the n-th order almost everywhere. 

Lemma 3. Let M(p) be a square matrix whose elements are polynomials in p, andf 
a vector over D; let d(p) = detM(p) -£ 0 and N(p) be the matrix adjoint to M(p), 
(i.e., M(p)N(p) = N(p) M(p) = I det M(p), I being the unit matrix). Furthermore, 
let q(p) be a common factor of d(p) and all elements of N(p), and let d(p) = q(p) . 
.B(p),N(p) = q(p)N(p);then: 

1. If the vector f over D is a solution of the equation 3(D) £ = f, then the vector 
x = N(D) £ is a solution of 

(6) M(D)x=f. 

2. If the vector xx over D is a solution of (6), then there is a solution £x of the 
equation d(D) £x = f such that xx = JV(D) £I-

Proof. From the equation M(p) N(p) = N(p) M(p) = I d(p) it follows that 
M(p) N(p) = N(p) M(p) = / d(p). 1) Let f be a solution of d(D) f = / ; then for the 
vector x = JV(D) { we have: M(D) x = M(D) (N(D) £) = (M(D) N(D)) £ = 3(D) £ = 
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= / . 2) Conversely, let the vector xt be a solution of (6); choosing a solution £o of 
d(D) £0 = / and putting x0 = f)(D) £0, we have M(D) x0 = / . Consequently, 

(7) M(D) y = 0 with y = a '̂ - x0 . 

Multiplying (7) by T?(D) one gets 

(8) 2 ( D ) j ; « 0 . 

Let now u be a solution of (3(D) w = y and put ?? = M(D) u. Then we have 

(9) ft(D) n = N(D) (M(D) u) = (N(D) M(D)) u = 3(D) a = y . 

Moreover, by (7), 

(10) d(D)n = d(D)(M(D)u) = (d(D)M(D)u = (M(D)d(D))u = 
= M(D) (3(D) u) = M(D) y = 0 . 

Thus, according to (9) we have xx = x0 + y = E?(D) ^0 + $(D) ^ = #(D) (£0 + *?)> 
where 3(D) £0 = /> (̂-D) V = 0 by (10); hence 5(D) (£0 + >,) = / which completes the 
proof. 

Let us now consider Kirchhoff's networks. (See [1].) 

Let 9t = (G, R, L, S) be a K-network; the vector q over D will be called the solution 
of 9t on the entire time-axis corresponding to the vector e over D, if 

A 1. c\Lqn + Rq' + Sq) = cV for every cycle c% 

A 2. aNg = 0. 

Note . The vector e has the physical meaning of the vector of impressed electro­
motive forces, q of the vector of electrical charges passed through individual bran­
ches. . 

In the same manner as in [1] it can be shown that A 1, A 2 are equivalent to the 
equation 

(11) X\LD2 + RD + S)Xw = XV 

with q = Xw, X being a constant matrix the columns of which form a complete set of 
linearly independent solutions of av£ = 0. 

Theorem 1. Let 91 be a K-network, and e a vector over D such that Ve e DT for 
every loop Ph; further, let det X\Lp2 + Rp + S) X =f= 0 for p = inco, n = 0, 
+ 1, + 2 , . . . with co = 2%\T. Then there is a unique solution q over DT corresponding 
to e. 

Moreover, if in addition 9t is a passive K-network and Ve is a regular distribution 
for every loop Ph, then the solution q over DT is a vector having regular distributions 
as its components. 

Proof. Put M(p) = X\Lp2 + Rp + S) X and let d(p) = det M(p); then obviously 
d(p) =f- 0. Further, it is clear that Xxe is a vector over DT. If the vector £ over DT is the 
solution of d(D) £ = e = XKe (which exists due to Lemma 2), then according to 
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Lemma 3 w = N(D) ^ is a solution of (11), which is obviously a vector over DT. From 
this it follows that q = Xw is also a vector over DT. 

Suppose that g is another solution of A 1, A 2 over D r; then clearly the vector w 
fulfilling the equality q = Xw is also over DT. Thus, from (11) we have M(D). 
. (w — w) = 0, and, consequently, d(D) (w — w) = 0; but due to the assumption on 
roots of d(p) no solution of the eq. d(D) z = 0 belongs to D r, unless z = 0, so that 
w — w = 0. The first statement of Th. 1 is proved. 

In order to prove the second statement, let us first recall the fact that due to the 
assumption of passivity of 9c (see [1]) the elements of the matrix 

(12) A(p) = (X\Lp + R + Sp-1) X)-1 , 

which belongs to $n, have a pole of at most first order at infinity. But M~x(p) = 
~ d~l(p) N(p) = p~l A(p\ so that each element of M~x(p) is regular at infinity; 
hence, if n is the degree of the polynomial d(p)9 then the degree of each element of 
N(p) does not exceed n. If now Ve is a regular distribution for every loop Th, then 
obviously the elements of Xxe = e are regular distributions; consequently, by Lemma 
2, the elements of £ are regular distributions with the corresponding functions having 
the n-th (usual) derivative almost everywhere. Therefore, w = fit(D) £ has regular 
distributions as its elements, and the same is true for the vector q, q.e.d. 

It might seem that the assumptions of Th. 1 could be relaxed if one replaced the 
condition "det X\Lp2 + jRjp + S)X 4= 0 for p = inco; n = 0, ±1 , ±2 , . . . " by the 
condition "ci(inoo) #= 0 for n = 0, ±1, ±2,. . ." , where 3(p) is the polynomial obtain­
ed from d(p) by removing the greatest common factor of d(p) and all elements of 
N(p). But this is not true. In order to show it let us first prove the following assertion: 

Lemma 4. Let M(p) be an r x r matrix (r = 2), having polynomials as its ele­
ments, N(p) the adjoint matrix, d(p) = det M(p) -£ 0; if oc is a root of d(p) with 
multiplicity k ^ 1, then there is an integer m fulfilling the inequality 0 ^ m '<£ 
:g fc — 1 such that N(p) is divisible by (p — a)m (Ue* each element of N(p) is divi­
sible by (p — a)m) and such that at least one element of N(p) is not divisible by 

Proof. The identity N(p)M(p) = I d(p) yields det N(p) . det M(p) = [d(p)]r, i.e. 
detN(p) = [d(pj]r~l. Let N(p) be divisible by (p - a)m*, m* = 0; then obviously 
det N(p) is divisible by (p - a)m with m = rm*. On the other hand, from the previous 
equality it follows that m = (r - 1) fc; consequently, rm* <* (r — 1) fc, i.e., m <£ 
<£ fc — 1. q.e.d. 

Now, from Lemma 4 it follows that the polynomials d(p) and <?(P) have the same 
roots, i.e. the conditions d(inco) 4= 0 and d(inco) =}= 0 are equivalent. 

Recalling Th. 4.5 in [1], we can state the following assertion: 

Theorem 2. Let 5t be a dissipatwe K-network9 T> 0; further9 let e be a vector 
such that there is a vector g over DT with gr = e. Then 5̂1 possesses a T-periodic 
solution q. Moreover, two T-periodic solutions of 51 differ by a constant vector. 
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Proof. Let M(p\ d(p\ N(p) have the meaning introduced in the proof of Th. 1. By 
Th. 4.5 in [1], the matrix l(p) = (X\Lp 4- -R + Sp"1) X)"1 exists and every element 
of it has no poles in the half-plane Re p _; 0 nor at infinity. Hence, d(p) -£ 0. 
Denoting q(p) the greatest common factor of d(p) and all elements of N(p\ and put­
ting d(p) = q~x(p)d(p\ ft(p) = q"1(p)N(p), then from the identity M"x(p) = 
= d~1(p) St(p) = p"1 A(p) it follows easily that cl(p) has no roots on the imaginary 
axis except the root p = 0, which, if it exists, is simple. 

Now, using Lemma 2 one obtains that the equation 3(D) £ = e = Xxe possesses a 
/"-periodic solution. Actually, if 3,(p) does not have the root p = 0, the existence of £ is 
a direct consequence of Lemma 2. If d(0) = 0, put d(p) = P d*(p). Then, of course, 
there is a r-periodic £ fulfilling the equation d*(D) f = Xsg, and, consequently, the 
equation D d*(D) f = 3(D) f = i y = XV 

Putting finally w = J^(D) £, then w is over D r and is a solution of (11); thus q = Xw 
is over DT and is a solution of 91. 

Let qt be another F-periodic solution of 91, and let wt be defined by qx = XM^; it 
is evident that vV*! is over DT and that M(D) (wt — H>) = 0; consequently <2(D) (wt — 
— w) = 0. The constant vector, however, is the unique T-periodic solution of the 
latter equation, which completes the proof. 

For further investigations, the following well-known Lemma will be useful: 

Lemma 5. 1. Eachfe D r has a finite order. 

2. If f'e~DT then there are uniquely determined numbers cn> n = 0, ±1, ±2,... 
such that 

(13) f = t cne
inat, m = 2n/T; 

rt= — 00 

moreover, there is a positive number M and an integer k such that 

14) .\cH\£M\n\k, n = ±1, ± 2 , _ 

3. If a distribution fe D admits the representation (13) with coefficients fulfilling 
the inequality (14), then feDT. 

The Lemma just given permits us to state the following simple assertion: 
oo 

Theorem 3. Let the assumptions of Th. 1 be satisfied and let e = £ cn exp (incot) 
n = — oo 

be a vector over DT; further, let A(p) = X(X\Lp2 + Rp + S) X)"x X\ Then the 
unique T-periodic solution qof^Sl corresponding to e is given by 

00 

£ A(inco) cn exp (incot) . 

Rinco + S) X] "x Xxcn exp (incot) ; 
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(15) в - 1 
л = -

Proof. Let 

(16) w = £ {Г(íлVæ: 



since the elements of the matrix {...}""1 in (16) are rational functions of n, then, using 
statements 2 and 3 of Lemma 5, it is obvious that series (16) converges and that w is 
a vector over DT. At the same time, we have q = Xw which is also over D r . But 

u = XS(LD2 + RD + S) Xw = 

= £ T(LD2 +RD + S) XM-\inw) XVM exp (incot) 
* . = — oo 

with M(p) = Xx(Lp2 + Rp + S) X. Carrying out the derivatives in the latter equa­
tion one obtaines immediately u = XV; the uniqueness of w guaranteed by Th. 1 
completes the proof. 

In Theorems 1, 3 the "regular" case, i.e. d(inco) 4= 0 for n = 0, ± 1 , ± 2 , . . . was 
considered. Let us now consider the singular case, i.e. if d(inco) vanishes for some 
n, co being related to the given period Tby w = 2%jT. Since the system (11) is linear 
and the decomposition (13) is true for every r-periodic distribution, we will restrict 
ourselves for the sake of simplicity to the case that e = c exp (ico0t), c being a con­
stant vector. Referring to Lemma 3 it is obvious that in this case every solution q of 
A 1, A 2 is a vector whose components are regular distributions. Then the following 
statements are true. 

Theorem 4a. Let 91 be a passive K-network, M(p) = X\Lp2 + Rp + S) X,d(p) = 
= det M(p) -^ 0 and let N(p) be the adjoint matrix to M(p)> If ico0 =)= 0 is a root of 
d(p) with multiplicity k = 1, then all elements of N(p) have the common factor 
q(p) = (p - icoo)*"""1. 

Moreover, let N(p) = q(p) N(p) and let c 4= 0 be a constant vector; if 

A. S}(ioo0) XV = 0, then there is a nontrivial solution q = h exp (ico0t) (h being 
a constant vector) of 91 corresponding to e = c exp (ico0t); 

B. J^(ift)0) %*c + 0* then every solution q of 91 corresponding to e = c exp (ico0t) 
is a vector, whose elements are not bounded on ( - c o , oo). 

Theorem 4b. Let 91 be a passive K-network, and let Af(p), d(p), N(p) have the 
same meaning as in Th. 4a; if p = 0 is the root of d(p) with multiplicity k = 1, then 
either 1. p*"""1 or 2. pk~~2 (provided k = 2) is the highest power which is a common 
factor of all elements of N(p). Moreover, if c^Oisa constant vector, then the follow­
ing statements are true: 

1. If we put Ni(p) = N(p)/pk"1 in case 1, and if the equality 

(17) Nx(0) XV = 0 

is satisfied, then there is a constant non-zero vector q, which is a solution of 91 cor­
responding to e = c. If (11) is not satisfied, then every solution of 91 corresponding to 
e = c is a vector whose elements are not bounded on ( —oo, oo). 
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2. If we put N2(p) = N(p)lpk 2 in case 2, and if there is a constant vector £ such 
that the equalities 

(18) N2(0) XV = 0 , N2(0) Xsc + N2(0) £ = 0 

are satisfied (the prime in N'2 denotes the derivative), then a constant non-zero 
vector q exists, which is a solution of %t corresponding to e = c. If (IS) are not satis­
fied, then the elements of any solution of 91 corresponding to e = c are not bounded 
on (—oo, oo). 

For the proof the following Lemma will be useful. 

Lemma 6. Let P(p) be a polynomial, a a number; then 

(19) P(D) (te*f) = (P'(oc) + t P(a)) eat. 

(20) P(D) (t2eat) = (P"(a) + 2P'(a) t + P(a) t2) eat. 

(The proof is obvious.) 

Proof of Th. 4a. Let ict>0 + 0 be a root of d(p) with multiplicity k j£ 1. Then due to 
the assumption on passivity of 9c (see [1]) it follows that Z(p) = p"1 M(p)ety„; 
consequently, M~~1(p) = d~~x(p)N(p) = j T l Z~x(p) with Z"\P)E%. Since each 
pole ico (co real) of Z~~ l(p) is simple, it follows that all elements of N(p) necessarily have 
the common factor q(p) = (p — ic0o)

fe_:L. 

A: Let d(p) = q(p) %(p). (Evidently 3(p) has a simple root ico0.) Choosing arbitra­
rily a constant vector rj, let 

(21) £ = „ l ctei(00t + r\ei<O0t with c = Xsc. 
d'(ico0) 

Using Lemma 6 one obtains 

d(D) £ = ^ - i — (<?'(^o) + * J(fo0)) eimot + ?? a(ico0) e**' = ~ceimt. 
d'O^o) 

According to Lemma 3 the vector x = N(D) £ is a solution of the equation 

(22) M(D) x = c exp (ico0r) » 

i.e. of (11). Using (21), for x one obtains: 

(23) x = N(D) (-^—T cteia>ot + qeimt) = 
\d'(io0) / 

(N ' (^o) + t $(ico0)) ceimot + N(icD0) ij***'- = 
d'(*<^o) 

- — Ň'(i030) Č + Ň(i(o0) t]\ eiaot 

Since c 4= 0 implies c + 0 it follows from (22) that x cannot be a zero vector; hence 
statement A is proved. Observe also that according to Lemma 3 every solution of (22) 
with the form x = h exp (ico0t) can be represented by equation (23). 
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B: Let g*(p) be the greatest common factor of d(p) and all elements of N(P)5 and 
let d(p) = q*(P) d*(p), N(p) = q*(p) N*(P). Then from Lemma 4 it is obvious that 
$(ico0) X

Kc 4= 0 if and only if N*(ia>0) X'c =t= 0. From the considerations made above 
(properties of matrices belonging to *$„) it follows further that d*(p) has no zeros in 
the open right half-plane, the zeroes icD, co =j= 0 on the imaginary axis are simple and 
the zero p = 0 (if it exists) is of multiplicity at most two. Thus, each solution of the 
equation J*(D) £ = c exp (ico0t) has the form 

(24) £ = —-— cV"0 ' + */^of + J] rke
imkt + £ PM(*) ea"< + bt, 

a(iO)0) k n 

where rj, rk9 b are constant vectors, cok =j= co0 and Pn(t) are vector-polynomials, 
Re an < 0. According to Lemma 3 every solution of (22) hasthe form x = N*(D) £. 
Hence, one has 

(25) x = — 1 — N*(ico0) cteic*ot + gt + z , 
d (ico0) 

where g is a constant vector and 

(26) , z = {—i- ff'(to0) c + ^ ( t o o ) ? } ^ ' + S^(to») ***** + IQ-CO **"' + '> 

Qn(t) being vector-polynomials, I a constant vector. For any choice of rj, rh> PM(f), b, 
however, the elements of z are bounded as t -»oo, so that by (25) the elements of x are 
not bounded and the same is true for q = Xx. Thus Th. 4a is proved. 

Proof of Th. 4b. Let p = 0 be the root of d(p) with multiplicity k ^ 1. From the 
identity M~1(p) = d~~l(p) N(p) = p"1 Z~x(p) and from the properties of the matrix 
Z~l(p) it follows that one of the subsequent three cases takes place: a) M~~i(p) has 
no pole at p = 0, b) the pole p = 0 is simple, c) the pole p = 0 is of order two. Case 
a), however, cannot occur due to Lemma 4. Hence, the first assertion of the theorem 
follows. 

The proof of assertion 1 is the same as the proof of A, B in Th. 4a. Thus, let us prove 
2. Denoting d(p) = d(p)jpk~2 (d(p) has a double zero at p = 0), c = Xxc, and choos­
ing constant vectors k, h put 

(27) £ = -J—^t2 + B + h. 

Using Lemma 6 it can be easily verified that £ fulfils the equation 3(D) <* = c. By 
Lemma 3, however, x = N2(D) £, is a solution of M(D) x = c. We have 

(28) x = -^L iV2(0) cf2 + J L L J iV2(0) c + 7V2(0) t\ t + 

+ j i *S(0) ? + JVi(0) £ + iV2(0) hi. 
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But from (28) it follows that if (18) are satisfied for a certain £, then x is a constant 
vector, q.e.d. 

The proof of the last assertion is obvious from (28) and from the proof of B in 
Th. 4a. 

Note. The second equation (18) cannot be omitted, since det N2(0) = 0, whenever 
case 2 occurs. (This follows easily from the identity det N(p) = [d(P)]n_10 

In the subsequent considerations the following result will be helpful: 

Lemma 7. Let M(p) = Lp2 + Rp + S, L, JR, S be positive semidefinite, co a real 
number, v a complex n-vector; then equation 

(29) M(ico) u = v 

has a solution for u if and only if for every solution £ of equation 

(30) M(ico) £ = 0 , 
<fv = 0 . 

Proof. Let £ = <r + ix be a solution of (30); nowM(ico) = (S - co2L) + icoR = 
= P + ig, where Q is positive semidefinite for co ^ 0, negative semidefinite for co < 0. 
Now (30) can be written as 

(31) Per - Qx = 0 , PT + Qo = 0 . 

From (31) it follows that 

(32) - TvPcr + xKQx = 0 , cryPx + osQo = 0 . 

Obviously <rxPT = T*P<r and, hence, by (32) one has xxQx + osQo = 0 and by the 
semidefiniteness of Q, x^Qx = osQo = 0. By Lemma 5,3 of [1] one has Q<r = Qx = 0 
and by (31) Pa = PT = 0. Hence M(ico) J = 0. Thus the complex conjugate of a solu­
tion of (30) is also a solution of (30). From this and from the well-known fact that (29) 
has a solution if and only if for every solution £ of (30), <f v = 0, the proof follows 
immediately. 

Theorem 5. Conditions A of Theorem 4a, (17) and (18) of Theorem 4b are equi­
valent to the condition that for every solution y of equation 

(33) M ( i O y = 0, 

(34) fXxc = 0 . 
Proof. By Theorem 4a, 4b, conditions A, (17), (18) respectively are necessary and 

sufficient for the existence of a solution of the equation, 

(35) M(ico0) x = Xsc. 

Using Lemma 7 one can easily finish the proof. 
Note. From the physical point of view this result is very plausible; in case A of 

Theorem 4a the solution q = h exp (ico0t) of 9c is not determined uniquely, since 
(it + Xy) exp (ico0i), where y is a solution of (33), is also a solution of 9c; now the 
vector ico0y exp (ico0t) corresponds to currents that may exist in the network without 
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electromotive forces; eq. (34) states, therefore, that the total power produced by 
these currents is zero. 

In what follows condition A of Theorem 4a and condition (17) will be examined 
more closely. 

Lemma 8. Let 91 be a regular passive K-network, co0 a real number, let M(p) = 
= X\Lp2 + Rp'+ S)X,d(p) = det M(p) and N(p) be the matrix adjoint to M(p). 
Let icoQ be a root ofd(p) with multiplicity k _z land let (p — too)*""1 be the greatest 
common factor of all elements of N(p), i.e. N(p) = (p - icoof"1 N(p)- Then the 
columns and rows of the matrix N(ico0) are solutions of (33). 

Proof. From relations M(p) N(p) = N(p) M(p) = I d(p), where I is the unit 
matrix, and from d(p) = (p - i^f"1 d(p), N(p) = (p - io)0f^

x N(p) one obtains 
M(p) N(p) = $(p) M(P) = I KP)* N o w substituting p = ico0 and using the fact that 
d(ico0) = 0 one can finish the proof. 

The following well-known result will be useful: (See [4], pp. 35). 

Lemma 9. Let M be an n by n matrix over the commutative field T and let N be 
the adjoint matrix of M. Let 1 • <_ Q < n and let B be a Q by Q submatrix of N which 
arose from N by deleting the rows ix,..., in_e and the columns j t , . . . , j n „ e ; let C be 
an n — Q by n — Q submatrix of M which arose from M by deleting the rows in~6 + i 
..., in and the columns jn„Q+x, ...,j„. Then detB = (detM)5"1 det C. 

In [5] the following assertion was proved: 

Lemma 10. Let U(p) be annbyn matrix the,elements of which are entire analytic 
functions, and let u(p) = det U(p); if a is a root of u(p) with multiplicity exactly 
equal to k, 0 ^ k _\ n, then the rank ofU(a) is not smaller than n — k. 

Lemma 11. Under the hypotheses of Lemma 8 the rank of JV(ico0) is equal to the 
multiplicity k of the root ico0 of det M(p). 

Proof. Since by Lemma 10 the rank of M(ico0) is at least n '— k, there are at most k 
linearly independent solutions of (33). By Lemma 8 the columns of N(ico0) form a 
system of solutions of (33), the rank of N(ico0) thus being at most k. Now to prove our 
Lemma it is sufficient to prove that at least one subdeterminant of order k of matrix 
N(ico0) does not vanish. Thus let M*(p) be an n — k by n — k submatrix of M(p) 
such that det M*(ico0) =# 0 (cfr Lemma 10), By Lemma 9 there exists a k by k sub-
matrix N*(p) of N(p) such that 

(36) det N*(p) = [det M(p)J~l det M*(p) 

for every p. As the elements of N*(p) have a common factor (p — icoof"1, one^can 
write N*(p) = (p - icoof-1 JV*(p), where N*(p) is a k by k submatrix of N(p), 
Further det N*(p) = (p - io)^"^ det N*(p\ det M(p) = (p - ico0f 5(p), %(icoo) 
being different from zero. Hence by (36) one obtains 

(p - ioof*-1* {det N*(p) - ftp)]*"1 det M*(p)} = 0 

for every p. Hence det N*(ico0) = ftictfo)]*"1 det M*(ico0) 4= 0, q.e.d. 
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Theorem 6. Under the hypotheses of Lemma 8 the rank of M(ico0) is n — fc. 
Moreover, the set of all rows (and also the set of all columns) of N(ico0) is a complete 
set of solutions of (33). 

Proof follows from Lemmas 8, 10 and 11. 

Theorem 7. Let 91 be a passive K-network, M(p) = XK(Lp2 + Rp + S) X. Let ico0 

be a root of det M(p) and let e = cetcoot. Let every solution y of (33) fulfil ysc = 0, 
where c = Xsc. Let Wbe the linear subspace of the complex Euclidean space Ett the 
elements of which are solutions of (45), W its orthogonal complement in En, i.e., the 
direct sum W-j- "W = En. 

If the rank of det M(ico0) is n — k, 0 < k < n, then dim W = k and there exists 
a unique solution x* of (35) in W. If x is a solution of (35), then x = x* -F y, where 
y eW, and conversely, if y eW, then x = x* 4- y is a solution of (35). Moreover, 
both c and its complex conjugate c are elements of W. 

Proof. Evidently, if x is a solution of (35), then x = a + b, where a e W, be W. 
As — a e W, one has M(ico0) (a + b) — M(ico0) a = c. Consequently, there is a solu­
tion b of (35) which is from. JV'. Now let bl9 b2 e W9 M(ico0) bt = c for i = 1, 2. 
Subtracting the latter equation from the former one obtains .M(.ct)o) (&i — b2) = 0. 
Thus bt — b2 is an element of both PVand W, which implies bx = b2 = x*. 

By hypothesis 1eW and by Lemma 1,1 eW. The remaining assertions of the 
theorem are obvious. 

Concluding the previous considerations let us present a statement which has an 
interesting physical meaning: 

Theorem 8. Let the assumptions of Theorem 1 be satisfied. Then the number 
$> = csh does not depend on the choice of solution q = h exp (ico0t) ofSSt correspond­
ing to e = c exp (ico0t). Moreover, <P = c^x*, where c and x* are defined in Theo­
rem 1. 

Proof. As every solution q of 2fl corresponding to e = cexp(ico0t) is given by 
q = Xx exp (ico0t), x being a solution of (35), one has # = c'h = c'Xx = (Xxc) Kx = 
= d'x. By Theorem 7, Z'x = H\x* + y), where ~csy = 0, which proves the theorem. 

Note . The number ico0(p represents, from the physical point of view, the powdr 
supplied to the network by sources of electromotive forces represented by e. Thus 
Theorem 8 states that if there exists a sinusoidal solution of % then the power supplied 
to %t is uniquely determined. 

Note. As mentioned earlier the solution q of the network represents physically the 
electrical charges. Consequently, the vector i = qf represents currents in individual 
branches. Recalling the proofs of Th. 4a and 4b one obtains that a) condition A in 
Th. 4a is also a necessary and sufficient condition for q' to have the form h exp (im0t). 
b) If in Th. 4b case 1 occurs, then there is a solution q such that q' is a constant vector; 
in case 2, however, the first equation of (18) is a necessary and sufficient condition for 
the existence of q such that q' is a constant vector. 
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Note. Theorem 6 deals with the case where the fact that ico0 is a root of det M(p) 
with multiplicity k implies that (p — icOoY'1 is the common factor of all elements of 
N(p). From Theorem 4b it follows that case 2 of this theorem remains unsolved. Now 
it will be shown that the zero root of det M(p) cannot be considered as an exceptional 
case. Really, the condition detM(O) = 0 is equivalent to the following condition: 

r 

There exists a non zero cycle cKh of the graph of 9t such that £ c2Sn = 0. 

Proof. The latter equality may be written as vKXKSXv = 0, where v =f= 0. As S is 
positive semidefinite, the latter equation is equivalent to XKSXv = 0, v 4= 0, q.e.d. 

On the other hand, one is usually more interested in solutions of network with 
e = const, the elements of e being real, which have constant time derivatives, than in 
constant solutions. This case will be treated in what follows. 

Theorem 9. Let 9c be a dissipative K-network, i.e. det XKRX + 0, and let 
det XKSX = 0. Then there exists a unique real constant vector a =f= 0 such that 
q = at + b is a real solution of 91 with e = c -= const, c real. 

Proof. Consider the equation M(D)(at + b) = Xvc, where M(D) = XK(LD2 + 
+ RD + S) X, or 

(37) XsRXa + XKSX(at + b) = XKc. 

Now a and b are to be chosen so that (37) is satisfied. Let Y be a real constant 
matrix the columns of which form a complete set of linearly independent solutions of 

(38) XKSXw = 0. 

Evidently, a has to fulfil (38), i.e. a = Yd for a certain d. Substituting into (37) one 
obtains 

(39) XKRXYd + XxSXb = XKc. 

Now it will be shown that there exists exactly one d such that (39) has a real solution 
for b. This happens if and only if for every solution Yu of (38) one has (Yu)K (XKc — 
- XKSXYd) = 0, or 

(40) TXc - YKXKRXYd = 0 . 

Since XKRX is the matrix of a positive definite quadratic form and the columns of Yare 
linearly independent, there is a unique solution d of (40). Thus there exists exactly one 
a = Yd and at least one b such that (37) is satisfied. Putting a = Xa and b = Xb one 
can finish the proof. 

Note. Of course, b in Theorem 9 is not determined uniquely. Denote by PVthe set 
of all real solutions w of (38). Obviously, FVis a linear subspace of En (real n-dimen-
sional Euclidean space). Let W be its orthogonal complement in En. Then it is easy to 
show that each solution of (37) can be written as at + b* + w, where b* is a uniquely 
determined vector from W and w is an arbitrary vector from W. 

490 



References 

[1] V. Ľoležal and Z. Voreh The Theory of Kirchhofifs Networks. Čas. pro pěst. matem., 1962, 
87, No. 4, 440-476. 

[2] L. Schwartz: Théorie des distributions. Herman & Cie, Paris 1950. 
[ЗJ Гeльфaнд И. M.-Шuлoв Г. E.: Oбoбщeнныe фyнкции и дeйcтвия нaд ними. Mocквa 1958. 
[4] Гaнmмaxep Ф. P.: Teopия мaтpиц. Mocквa 1953. 
[5] V. Doleѓah O Fourierově transformaci v teorii lineámích soustav. Apl. mat. 6, 1961, No. 3, 

184-213. 

Výtah 

PERЮDICKÁ ŘEŠENÍ KIRCHHOFFOVÝCH SÍTÍ 

VÁCLAV DOLEŽAL a ZDENЙK VOREL, Praha 

Článek navazuje na práci [1] a pojednává o existenci resp. unicit periodických 
řešení KirchhofFovýcћ sítí. 

Pojem řešení K-sít na celé časové ose je definován rovnicemi A 1, A 2, kde e je 
daný vektor, jehož komponenty jsou distribucemi, a q je hledané řešení. 

V ta 1 zabývá se „regulárním případem", tj. představuje podmínky, za kterých 
existuje jediné T-periodické řešení dané K-sítě. V ty 4a, 4b, 7, 9 pozorují speeiálш 
„singulární případy", tj. udávají podmínky existence řešení pasivní K-sít tvaru q = 
-= h exp iæt, kdy e = c exp icot (h, c jsou konst. vektory, co reál. číslo), jakož i di-
mensi prostoru všech řešení tohoto typu. V ta 8 pak ukazuje, že číslo cxh> které fysi-
kálně představuje energii dodávanou do sítě, nezávisí na v b ru řešení q = h exp icot. 

Peзюмe 

ПEPИOДИЧECКИE PEШEHИЯ CETEЙ КИPXГOФФA 

BAЦЛAB ДOЛEЖAЛ и ЗДEHEК BOPEЛ, Пpaгa 

Cтaтья пpимыкaeт к paбoтe [1] и пocвящeнa вoпpocaм cyщecтвoвaния и eдин-
CTBЄHHOCTИ пepиoдичecкиx peшeний ceтeй Киpxгoффa. 

Пoнятиe peшeния K-ceти нa вceй ocи вpeмeни oпpeдeлeнo ypaвнeниями A 1 
A 2, гдe e — дaнный вeктop, кoмпoнeнты кoтopoгo являютcя oбoбщeнными 
фyнкциями, и q — иcкoмoe peшeниe. 

Teopeмa 1 пocвяшeнa „peгyляpнoмy cлyчaю"; oнa coдepжит ycлoвия, пpи кo-
тopыx cyщecтвyeт oднo eдинcгвeннoe T-пepиoдичecкoe peщeшe дaннoй K-ceти. 
B тeopeмax 4a, 4b, 7, 9 изyчaютcя чacгныe „ocoбыe cлyчaи", т. e. пpивoдятcя 
ycлoвия cyщecтвoвaния peшeния пaccинвoй К-ceти видa q = h exp icot, кoгдa 
e = c exp icot (й, c — пocтoянныe вeктopы, co — дeйcгв. чиcлo), paвнo кaк и paз-
мepнocть пpocтpaнcтвa вcex peшeний этoгo типa. B тeopeмe 8 пoкaзaнo, чгo 
чиcлo ćҳh, кoтopoe c физичecкoй тoчки зpeния пpeдcтaвляeт энepгию, дocгaв-
ляeмyю в ceть, нe зaвиcит oт выбopa peшeния q = h exp icot. 
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