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ASYMPTOTIC BEHAVIOUR OF SOLUTIONS
OF TWO-DIMENSIONAL LINEAR DIFFERENTIAL

SYSTEMS WITH DEVIATING ARGUMENTS

R. KOPLATADZE, N. PARTSVANIA AND I. P. STAVROULAKIS

ABsTRACT. Sufficient conditions are established for the oscillation of proper
solutions of the system

uy (1) = p(t)uz(a(t)) ,
uy(t) = —q(tyur (r(1)
where p, ¢ : R4+ — R4 are locally summable functions, while 7 and ¢ : Ry —

R are continuous and continuously differentiable functions, respectively, and

lim 7(t) = 400, lm o(t) = +oo.
t——+oo t——+oo

1. STATEMENT OF THE PROBLEM AND THE FORMULATION OF THE MAIN
RESULTS

Consider the differential system
uy (t) = p(t)uz(a(t)),
uy(t) = —q(t)uar (7(t)) ,
where p, ¢ : Ry — R, are locally summable functions, 7 : R — Ry is a con-

tinuous function, and ¢ : Ry — R4 is a continuously differentiable function.
Throughout the paper we will assume that

(1.1)

o'(t)>0 for te Ry . lir+n 7(t) = +o0, lim o(t) = 4o00.

t——+o0
In the present paper, new sufficient conditions are established for the oscillation
of system (1.1) (see Definition 1.3 below) as well as conditions for system (1.1) to
have at least one proper solution. Analogous problems for second order ordinary
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differential equations and systems and for higher order functional differential equa-
tions are studied in [1, 2, 4, 9-12] and [6], respectively. For second order differential
equations with deviating arguments the problem of oscillation is investigated in
[5, 7, 8, 13] (see also the references therein).

Definition 1.1. Let ¢ty € R4 and ap = min { gltf T(t); gltf o(t)}. A contin-
t>to t>to

uous vector function (u1,us) defined on [ag, +00) is said to be a proper solu-

tion of system (1.1) in [to, +o0) if it is absolutely continuous on each finite seg-

ment contained in [tg, +00), satisfies (1.1) almost everywhere on [tg,+00), and
sup {|ui(s)| + |ua(s)| : s>t} >0 for t > t,.

Definition 1.2. A proper solution (u1, us) of system (1.1) is said to be oscillatory
if both u; and us have sequences of zeros tending to infinity; otherwise it is said
to be nonoscillatory.

Definition 1.3. System (1.1) is said to be oscillatory if every its proper solution
is oscillatory.

Let 4 : R+ — Ry be a continuously differentiable function satisfying the fol-
lowing conditions

(1.2) W(t)>0 for te Ry, , hH-D u(t) = +oo.

In the sequel, we will use the notation

(1.3) h(t) = /p(s) ds for t>0,

1 for 7(t) > u(t),
(1.4) p(t) = § h(r(t))

for 7(t) < u(t),

—+oo

t
(15) 9(t.2) = b Nu(0) [ o) 6) [ a(©plOW w(e)) de s
1 s
for t>1, Ae(0,1),
(1.6) g.(A) = ltierinf g(t,A), ¢*(A\) =limsup g(t,\) for A€ (0,1).
oo t—+o0
“+o0
It is easy to show that if [ h(7(t))q(t)dt < +oo, then system (1.1) has a
proper nonoscillatory solution. Therefore it will be assumed that

“+oo
(1.7) / h(r(t))g(t) dt = +oc.

Moreover, below we will assume that
+oo
(1.8) limsup A(u(t)) / q(s)p(s)ds < +o0.

t——+oo
t
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Note that condition (1.8) is not an essential restriction in the sense that if
limsup h(p(t))/h(t) < 400 and limsup h(u(t)) Jrfooq(s)p(s) ds = +o0, then, as
1;—1:_ Z;sy to prove, system (1.1) is tc:s;iffatory. t

Remark 1.1. Without loss of generality it will be assumed that

(1.9) p(t) #0 for ¢t€][0,1] and u(1)>0,

since the alternation of coefficients of the system in a finite interval has no influence
on oscillatory properties of that system.

Theorem 1.1. Let
(1.10) lim A(t) = 400,

t——+oo

and let there exist a continuously differentiable function p : Ry — R4 such that
conditions (1.2), (1.8) are fulfilled and for sufficiently large t,

(1.11) o(u(t)) < t.

If, moreover, for some A € (0,1),

. . [ec A (1+X)2
(1.12) g(A)>mm{§+4(1_M,4A(1_A)},
where h(t) and g*(\) are defined by (1.3) and (1.4) - (1.6), respectively, and
ko ()
co=timsup h(u(t) / (o®) + [ als)hts)ds) .
(1.13) 0

u(t) for p(t) <t,
po(t) =
t for u(t) >t,
then system (1.1) is oscillatory.

Corollary 1.1. Let condition (1.10) hold, and let there exist a continuously dif-
ferentiable function p : Ry — Ry such that conditions (1.2), (1.8), (1.11) are
fulfilled and u(t) <t for sufficiently large t. If, moreover, for some A € (0,1),

(A=2)2 (14 N)?
NI =N A1 - )\)}’

where g* () is defined by (1.4)—(1.6), then system (1.1) is oscillatory.

(1.14) g () > min{

Theorem 1.2. Let conditions (1.2), (1.8), (1.10), (1.11) hold, and let
1

1.1 li 1- * —

(1.15) Jm (1 =X)g"(A) > 7,

where g* () is defined by (1.4)—(1.6). Then system (1.1) is oscillatory.
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Theorem 1.3. Let conditions (1.2), (1.8), (1.10), (1.11) be fulfilled, and let for
some Ao € (0,1),

1
AAo(1—No)’
where g«(Ao) is defined by (1.4)—(1.6). Then system (1.1) is oscillatory.

Corollary 1.2. If conditions (1.2), (1.8), (1.10), (1.11) are fulfilled and for some
Ao € (0,1),

+oo

(L17) mint W0) [ gl () ds > s

where h(t) and p(t) are defined by (1.3) and (1.4), then system (1.1) is oscillatory.

Corollary 1.3. If conditions (1.2), (1.8), (1.10), (1.11) hold and for some g €
(0,1),

t

(118) timint 1 (u(0) [ a(s)pl)h ¥ (u(s)) ds > 11

where h(t) and p(t) are defined by (1.3) and (1.4), then system (1.1) is oscillatory.
Theorem 1.4. Let condition (1.10) be fulfilled and let for some A € (0, 1),

t 400

(1.19) lim sup h”‘(t) /p(s) / q(f)h)‘(T(é)) déds < 1,

t——+oo
0 o(s)

where h(t) is defined by (1.3). Then system (1.1) has a proper nonoscillatory
solution.

Now consider the second order linear differential equation
(1.20) u”(t) + q(t)u(r(t) =0,
where ¢ : Ry — R4 is a locally summable function, and 7 : Ry — R4 is a
continuous function such that tiigrnooT(t) = +o00. For equation (1.20), Theorem
1.3 and Corollaries 1.2 and 1.3 have the following form.
Theorem 1.3'. Let
(1.21) T(t) > at for te€ R4,
and let for some A € (0,1),

t +oo

1
(1.22) lim inf ¢~ (&) deds > ——
/ Z da(1 —N)

t——+oo

where o € (0,+00). Then equation (1.20) is oscillatory.



TWO-DIMENSIONAL SYSTEMS 217

Corollary 1.2'. If condition (1.21) holds and for some A € (0,1),
“+oo

1

s s 1-X A

(1.23) lim inf ¢ / s*q(s)ds > PYERESYE
t

where o € (0, +00), then equation (1.20) is oscillatory.
Corollary 1.3'. If condition (1.21) is fulfilled and for some X € (0,1),

t

1
1.24 Hminf ¢t [ s 2q(s)ds > —
(1.24) lim inf /s q(s)ds > oy
1

where a € (0,+00), then equation (1.20) is oscillatory.

Remark 1.2. For the case where equation (1.20) is without delay (i.e, 7(¢) = t;
a = 1) Corollaries 1.2" and 1.3" lead to the results by Nehari [12] and Lomtatidze
[9], respectively. So, Theorem 1.3 is important even for equations without delay,
since the above mentioned results by Nehari and Lomtatidze are particular cases
of that theorem. Moreover, it is possible to construct examples showing that
conditions (1.23) and (1.24) are violated but condition (1.22) is satisfied.

2. AUXILIARY STATEMENTS

Lemma 2.1. Let condition (1.10) be fulfilled, q(t) # 0 in any neighbourhood of
+oo, and let (ui(t),uz(t)) be a proper nonoscillatory solution of system (1.1).
Then there exists t. € Ry such that

(2.1) ui(t)uz(t) >0 for t>t,.
For the proof of Lemma 2.1 see [8, Lemma 2.1].

Lemma 2.2. Let condition (1.10) hold, q(t) # 0 in any neighbourhood of 400,
and let (uq(t),u2(t)) be a proper monoscillatory solution of system (1.1). Then
there exists to € Ry such that either

(2.2) h(t)ug(o(t)) —ui(t) >0 for t>t
(2.3) h(t)uz(o(t)) —ur(t) <0 for t>to,

where h(t) is defined by (1.3).

Proof. By Lemma 2.1 there exists ¢, € Ry such that inequality (2.1) holds for
t > t.. Without loss of generality we can assume that ui(¢) > 0 and ua(t) > 0 for
t > t.. Therefore, in view of (1.1), we find

(h(t)uz(a(t) = ur (1)) = p(t)ua(e(t)) + h(t)us (o (1)’ () — ui (t)
= h(t)uh(o(t))o’'(t) <0 for t>ty,

where t; > t, is a sufficiently large number. Consequently, since h(t)uz(o(t)) —
u1(t) is a nonincreasing function, there exists ¢y > ¢; such that either condition
(2.2) or condition (2.3) is fulfilled. O
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Lemma 2.3. If conditions (1.2), (1.8)~(1.10) are fulfilled, then for any A € (0,1),

(2.4) limsup h' = (u(t))

t——+oo

a(s)p(s)h* (u(s)) ds < +oo

w\-é—

and
—+oo

(2.5) / p(u(s)h™ / HO)POR A (u(€)) de ds < +oo,
0

0
where h(t) and p(t) are defined by (1.3) and (1.4).

Proof. First we show the validity of (2.4). Due to (1.8) there exist M > 0 and
to € Ry such that

+oo
(2.6) h(p(t)) / q(s)p(s)ds <M for t>t.

t
Note that according to (2.6) for any A € (0, 1),

+oo

[ oot sy s < +oc.

Thus, by (1.10) and (2.6), we have

+o0

R A (u(t)) / a(s)p(s)h* (u(s)) ds = —h'=*(u(?))

+o00 +oo +00
x / WA (u(s)) d / 2(€)p(€) dE = h(u(t)) / 4(s)p(s) ds?
' +oso :oo
+ AR (u(t)) /p(u(S))hA’l(u(S))u’(S)/q(ﬁ)p(f) d¢ ds
+oo )

< M+ AMR = (u(t)) / p(u()I* 2 (u(s))u' (s) ds

A M
=M M= for t>1tq.
1o T—x o t=h

Consequently inequality (2.4) is valid.

“+oo
1 Due to (1.8), it is obvious that for any X € (0, 1), , li_‘n_nOQ A (u(t)) f q(s)p(s)ds = 0.
t
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Now show the validity of (2.5). Taking into account conditions (1.10), (2.6) and
Remark 1.1, we get

—+oo s

/ p(u(5))h ™2 (u(5))1 () / HE)PE T (u(©)) de ds

1

I
|
—
=
=

0
s —+oo
(S))h‘z(u(S))u’(S)/hl“(u(f))d / q(&1)p(&1) d& ds
0 ¢

o / p(u()) (5)B* (u(s)) / 2(€)p(¢) de ds
1 s

1
+00 s +o0
x / p(u(s)) ()h 2 (u(s)) / () () (u(E)) £/ G(€0)plEr) dey de ds

400
< WO (1) [ alopls)ds + SRR ).

0
Therefore inequality (2.5) is fulfilled. O

Lemma 2.4. Let conditions (1.8) and (1.10) be fulfilled. Then for any X\ € (0,1)
the function g(t, \), which is defined by (1.5), admits the representation

+o0

gt A) = h' 7 (u(t)) /p(u(S))h’z(u(S))u’(S)

(2.7) x / HOPOR ((€)) de ds + O(h(u(t))

0
where u(t) satisfies (1.2), and h(t), p(t) are given by (1.3), (1.4).

Proof. First we show that
t

(2.8) Jlim B (u(t)) / a(s)p(s)h (u(s)) ds = 0.
0

Let € be an arbitrary positive number. By virtue of (1.8), we can choose T' > 0
such that
“+oo

(2.9) / 4(s)p(s)W* (u(s)) ds < e

T
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On the other hand,

t

B () / 4(5)p(5) A (u(s)) ds

—+oo

0T t

= h’l(u(t))/q(S)p(S)hl“(u(S))d8+h’l(u(t))/q(S)p(S)hl“(u(S))ds
OT T
/q(S)p(S)hl“(u(S))d8+ /q(S)p(S)hA(M(S))d&

0 T
Hence, by (1.2), (1.10) and (2.9), we obtain

t

lim sup b= (u()) / 4(s)p(s)h1 (u(s)) ds

t——+o0

t——+oo

< limsuph™! /q )R (u(s))ds +e =«.
0

Therefore, taking into account the arbitrariness of e, the last inequality yields
(2.8).
In view of (1.8) and (2.8), for any A € (0,1) we have

j p(u /OO )P (u(¢)) de ds
/p / djq (E0)p(ENR (&) d&y ds
1 S 0

= — () / p(p(s)p ()h~" () / 2N (u(€)) de ds
1 0

£
h(u(s)) d / p(u( / G(€0)p(ER A (1) dey de
0



TWO-DIMENSIONAL SYSTEMS 221

t —+oo
) / p(u(s)ie () / PO (OB (u(€)
1

S

£
x/q ENRITA (1)) dey dE ds = BV (u(t))
0
+o0 s
x / P u(s) / QPR (u(€)) de ds — Ah(u(t))
0
where

+o0 s

A= h(u(1)) /p(u(ﬁ))ﬂ’@%”(u(ﬁ))/q(é‘)ﬂ(f)hl“(u(ﬁ)) dg ds,,

1 0

and due to (2.5) (see Lemma 2.3), A < +o00. Consequently (2.7) is valid. O

Lemma 2.5. For any A, Ao € (0,1) (A # Ag) the following representation

t

9(t,2) = g(t, Ao) = 2(A = Xo)h™ A (u(t)) /#’(S)p(u(S))hh_l(M(S))g(s, Ao) ds

= (A= 20)(A = Ao = DI (u(t))

t +oo
(2.10) x / W (8)p(u(s)) / W (E)p(u(©) 2 (u(€))g €, No) dE ds

is wvalid, where h(t) and g(t,\) are defined by (1.3) and (1.4), (1.5), and u(t)
satisfies (1.2).

Proof. For any A, A\g € (0,1) we have

t —+oo

gt ) = b () / p(p(s))i (5) / QPO (u(6)) de ds = —h(u(t))
x / p(yu(s))i (s) / B2 (u(€)) d / (0PN (u(€1)) déy ds

1
t

= h‘*(u(t))/p(M(S))u’(S)hA‘A"(M(S)) / a(€)p(E)n™ (u(€)) d€ ds

s
t —+oo

+ (A—Ao)h”(ﬂ(t))/p(u(S))u’(S) / WA (u(€))p(p(€))u' (€)

—
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q(&)p(&1)h* 0 (u(&1)) déy dE ds

X

m\ér

H) / P (u / / E0P(ENR™ (u(€1)) dé de
(A= Ao)h / i / P21 (u(€)) d j W (E)p(p(E)
1 s 1

+o0

x / 2(E)p(E2)h™ (u(&2)) s €, ds

t +oo

:h*“@dﬂ[/u%$p04$)/nﬂﬁp@ﬂﬁ%uﬁndfﬁ

s
t s

C (A= A)h M ul) / P(s)) ()20 (u(s)) / W (E)p(u(E)

1 1
+o0

x / 9(E) (€)W (1(61)) dEy d ds
£

~ (A= A)h M ul) / P(u(s)) 1 (5) 20~ / o

“+o0
x / (€€ (u(€r)) déy dE ds — (A — M) (A — o — DR~ (u(t))
5

/ / pA=P0- () (€)

£
x / Pl (1) / 2(E2) (€)1 (u(E)) dez e, d ds

1

g(t, Xo) —2(A = Xo)h /p $YhA 1 ((s))g(s, Ao) ds
1

= (A= X0)(A = Ao — DA (u(t))
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t —+oo
x / p(u())i (5) / D)) ()R 2((€)) (€ No) dE dis.
1 s
Therefore (2.10) is valid. O

Lemma 2.6. For any A, Ao € (0,1) (A # Ag) the following representation
+o0

g(t, A) = g(t, Ao) +2(A = Ao)h' " (u(t)) / 1 (s)p(p(s))P* 2 (1(5))g (s, o) ds

t
+oo

— (A= 20)(A = Ao + R (u(t)) / W (s)p(n(s)h ™ (u(s))

(2.11) t

< [ WP (€€, 2a) d s+ O(hu(e)
is valid, where h(t) and g(t,\) are defined by (1.3) and (1.4), (1.5), and u(t)
satisfies (1.2).

Lemma 2.6 can be proved analogously to Lemma 2.5 if we take into considera-
tion Lemma 2.4.

Lemma 2.7. Let conditions (1.2), (1.8) and (1.10) hold. Then g.(\), g*(\) €
C((0,1))?. Moreover,

(2.12) Jim Ag (A) = lim (1 —X)g"(N),
(2.13) Jim Ags(A) = lim (1—A)g. (%),
and for any Ao € (0,1),

(2.14) Jim (1= A)g"(A) < Ao(L = Ao)g™ (ho),

(215) i (1= 0)g.(0) 2 do(1— do)a (o).

where g.(A), ¢g*(A) are defined by (1.4)—(1.6).

Proof. First we show that g*(A) € C((0,1)). For any Ao € (0,1) we have
(2.16) 9" (No) < F00.

Indeed, according to conditions (1.2), (1.8), (1.10) and Lemma 2.3, condition (2.4)
is satisfied for any A € (0,1). Thus there exist a positive number v(Ao) and ¢, € R4
such that for any g € (0,1),
+oo
R0 (u(t)) / a(s)p(s)h™ (u(s))ds < y(Xo) for > t..

t

2) By C((a, b)) we denote the set of continuous functions defined on (a, b).
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Therefore (2.16) is valid.
Let Ao € (0,1) and let € be a positive number. Choose ty € R such that

(2.17) g(t,Ao) < g*(Ao)+e for t>tg.
By (1.10) and (2.17), from (2.10) (see Lemma 2.5) we find

g (A) < g*(No) +2IA = o[ (9" (Ao) +¢) limsup h™*(u(t))

t——+oo

t

x / 1 (8)p(u(8) 1 (1u(5)) ds + 1A — Dol [A = Ao — 1](g" (o) + )

to

t 400
<limsup b)) [ W) [ HOpE)I2(ule)) deds
t——+o0 b ]
(2.18)
= g 00) + 2520 (g )+ + PRS0 2 (g ).
Analogously to this we can show that
g = 0" (0) ~ 222 (g7 (0g) )
(2.19) L Aﬁif_‘ﬁ“ ~ (g (o) +e).

Due to (2.16), (2.18) and (2.19), it is clear that ¢*(\) € C((0,1)). On the other
hand, in view of the arbitrariness of ¢, (2.18) implies

li;nsup (T =XN)g"(A) < X1 —Xo)g*(No)-
—1—

Since the last inequality is satisfied for any Ao € (0,1), it is evident that there
exists Ahnf (1 = X)g*(A\). Consequently (2.14) is fulfilled for any Ao € (0, 1).
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Now we show the validity of (2.12). By (1.10) and (2.17), from (2.11) (see
Lemma 2.6) we get

g"(A) = limsup [gu, M) 200 — o)A (u(t))

t——+oo

+oo
x / w ()p(p(s)h* 72 (u(5))g (s, M) ds — (X = A0) (A = Ao + 1A (u(t))

t

—+oo S

x /u’(S)p(M(S))h’2(u(8))/M'(&)p(u(ﬁ))hA’l(u(&))g(f,Ao) dg ds

t 0

T O(h—wu(t»)} < g (ho) + A=l

T (9*(/\0) +5)

A= Aol A= Ao + 1] / 4 (5)p(() W ((s))g (s, Ao) ds
0

x limsup A~ (u(t)) + [A = ol |A — Ao + 1| (g% (No) + €)

t—+oo . .
< limsup b= (u(1)) / 1 (5)p(u() 2 (1)) / W (E)p(u(E) W (u(€)) déds
fmtee t to
= 500 + 222200 (g (20) +¢) + 22 Aﬁt'ﬁ_}?” g0 +9).
Consequently,

limsup Ag*(A) < Ao(1 = Xo)(9"(Xo) +¢) -
A—0+

Since the last inequality is valid for any Ag € (0,1) and € > 0, we conclude that
there exists AliI&_ Ag*(A\) and, moreover, for any Ag € (0,1),

li * < 1- * .

Jim - Ag*(A) < Ao(1 = Ao)g" (Ro)

This inequality together with (2.14) results in (2.12).
Analogously to the above we can show that g.(A) € C((0,1)) and (2.13), (2.15)
are fulfilled. O

Lemma 2.8. Let conditions (1.2), (1.7), (1.8), (1.10), (1.11) be fulfilled and let
system (1.1) have a proper nonoscillatory solution. Then for any A € (0,1),

. (e A (14 X)?
(2.20) g"(A) < min {XO HP TS YRSy } ’

where g*(A\) and co are defined by (1.4) - (1.6) and (1.13).

Proof. Let (u1(t),u2(t)) be a proper nonoscillatory solution of system (1.1).
Then by Lemma 2.1 there exists ¢, € Ry such that (2.1) is fulfilled. Without loss
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of generality we can assume that uq(t) > 0 and ug(t) > 0 for ¢ > ¢,. On the other
hand, by Lemma 2.2 there exists tg > ¢, such that either (2.2) or (2.3) is satisfied.
Suppose (2.2) holds. Then, by virtue of (1.1), we have

(1;%))’ _ h%(t) (h(t)u’l(t) —p(t)ul(t)) - 2’2(2) (h(t)uz(a(t)) - ul(t)) 20

for t>ty,

where t; > tg is a sufficiently large number. Thus there exist a > 0 and >t
such that

uy (1(t)) > ah(r(t)) for t>1t.
Due to the last inequality, from system (1.1) we find

+00 +o0
ua (i) > / g(s)ur(r(s)) ds > a / o(s)h(7(s)) ds

This contradicts (1.7). The contradiction obtained proves that inequality (2.3)
holds.
According to (2.3),

wi ()Y
(2.21) ( 0 ) <0 for t>1t;.
If 7(t) > p(t), then, due to the fact that uq(t) is nondecreasing, we have
(2.22) ur(7(t)) > ur(u(t)) for t>to,
and if 7(t) < p(t), then by (2.21),
h(r(t))
(2.23) up (7(t)) > W) up(p(t)) for t>to,

where to > t; is a sufficiently large number.
In view of (2.22) and (2.23), we have

ur(T(t)) = p(t)ur(u(t)) for ¢ =t
where the function p(t) is defined by (1.4)
(2.24) ub(t) < —a()p(t)un
First we show that for any A € (0, 1),

. Therefore from system (1.1), we obtain

w(t)) for t>ty.

Co A
2.25 A< —+ ——.
Below we will assume that ¢y < 400; otherwise the validity of (2.25) is obvious.
Let A € (0,1). Multiplying both sides of inequality (2.24) by h*(u(t))/u1(u(t))
and integrating from ¢ to +o00, we get
+o0 +oo

WX (p(s))us(s) A
(2.26) / st < - t/ q(s)p(s)h*(u(s))ds for t>ts.
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On account of (1.11) we have

+oo +oo

W) o () o B ) ()
Tuu() = [ ”dm(u(s))*/ lE) =0 I

t t

ﬁ\g

—+oo

> () 2Dy [ 2wt ) u2ls) g

uy (u(t)) u1 (p(s))

>
—~
—
S~—
S~—
b}
(Sl
—~
=
—
V)
S~—
S~—
—
=
~
—
V)
S~—
S~—
(Sl

T uals)
:/ [mfu(s))’”‘ H

Thus, in view of (2.26), we find

+o0 2
(227) /q(s)p(s)hA(M(S))dS < h)\—l('u(t))(h(u(t))UQ(t) + 4(1)\_ )\))

t
for t>ts.

On the other hand, since po(t) < ¢, by Lemma 2.3 in [8], we have

Bu(t)us(t) _

lim sup
t—too  u1(p(t))

where ¢o and po(t) are defined by (1.13). Therefore, according to (2.27), for any
€ > 0 there is t* > to such that

“+o0
[ 2o uts)) s <0 (o) (e0-+ e+ gmg) o =4

t

Multiplying both sides of this inequality by p(u(t))u'(t) and integrating from ¢*
to t, we get

t +oo

/ p(p())i (5) / HOPE (u(€)) de ds
< (CO;LE+4(1A_A)) (P (u(t)) — W (u(t*))) for ¢ > 1"
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If we multiply both sides of this inequality by h~*(u(t)) and pass to the limit as
t — +o00, then, taking into account the arbitrariness of €, we obtain

t +oo
limsup A~ (u(t)) /p(u(S))u’(S) / a(&)p()n* (u(€)) dé ds < CXO + 4(1A— A)

t——+oo

t* s
Therefore (2.25) is valid.
Now we show that for any A € (0,1),

. (1+N)?
. < =
(2.28) o) < s
Indeed, let A € (0,1). If we multiply both sides of (2.24) by h'**(u(t))/u1(pu(t))

and integrate from ¢, to ¢, then we find
t

: 142
(2.29) /W ds < —/q(s)p(s)hlJr)‘(u(s)) ds for t>ts.

to to

Analogously to the above reasoning we can obtain the following estimate

[ u(s)h1 (u(s)) (14 1)
/stz— o W) —c for >t

where ¢ = h' A (u(t2))ua(t2)/ui (u(t2)). Thus from (2.29) we have

/q(s)p(s)h1+>‘(u(s)) ds < u 1_)\)\)2 P u(t)) +c for t>ty.

to

Multiplying both sides of the last inequality by h=2(u(t))p(u(t))p’ (t) and integrat-
ing from t to 400, we get

+oo S

/hiz(ﬂ(s))P(u(S))M'(S)/(J(ﬁ)ﬂ(f)hlﬂ(u(ﬁ)) d¢ ds
< LEN" a1 () 4 eh=Y(u(t) for ¢ > ta.

=IN1-N)

Now multiplying both sides of this inequality by h'~*(u(t)) and passing to the
limit as t — 400, we obtain

+00 s
limsup A (u(t)) / B2 (u())p(a(s))id (5) / a(E)p(E)R N (u(©)) de ds
e t to
(14?2
TAN1=))

This, taking into account Lemma 2.4 (formula (2.7)), evidently results in (2.28).
On the other hand, (2.25) and (2.28) imply (2.20). O
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The following lemma is a special case of the Schauder—Tikhonoff theorem (see,
e.g., [3, p. 227)).

Lemma 2.9. Lettg € R, V be a closed bounded convez subset of C([tg, +0); R),
and let T : V — V be a continuous mapping such that the set T (V') is equicontin-
uous on every finite subsegment of [ty, +00). Then T has a fized point.

3. PROOF OF THE MAIN RESULTS

Proof of Theorem 1.1. First we show that from (1.12) it follows (1.7). Assume
the contrary. Suppose
“+oo

(3.1) / h(7(t))q(t) dt < +o0.
Since p(t)h(u(t)) < h(7(t)), (3.1) yields
+oo

[ a@p0nue) e < +ox.

Let € be an arbitrary positive number. We choose T' > 0 such that

“+o0
/ 4(s)p(s)h(u(s)) ds < e.
T
This together with (1.5) implies
T “+00
ot N) < = (u(t)) / p(u())i (5) / AP (u(€)) de ds

t

+€h”(u(b‘))/p(u(S))u’(S)hH(u(S))ds
T
“+oo

T
< W Alt) [ o) () [ alp@n () dgds+ 5.

S

Hence, by virtue of (1.2) and (1.10), passing to the limit as ¢ — 400, we find

g*(A\) =limsupg(t, A) < <.
t——4o0 )\
In view of the arbitrariness of ¢ we have g*(\) = 0, which contradicts (1.12). The
contradiction obtained proves that condition (1.7) is satisfied.

Now we assume that the theorem is not valid. Suppose system (1.1) has a
proper nonoscillatory solution. Then all the conditions of Lemma 2.8 are fulfilled.
Therefore inequality (2.20) holds. But this contradicts condition (1.12). The
contradiction obtained proves the validity of the theorem. O
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Proof of Corollary 1.1. It suffices to note that since pu(t) < ¢, we have ¢y < 1
(co is defined by (1.13)), and therefore (1.14) implies (1.12). O

Proof of Theorem 1.2. By virtue of (2.14) (see Lemma 2.7) and (1.15) there
exists € > 0 such that for any A € (0,1),

. 1+¢
(32) 9 ()‘)Zm-

We choose A € (0,1) so that (1 +X)? < 1 +e&. Then from (3.2) we have

(1+N)2

g (A) > ISR

which results in (1.12). Therefore all the conditions of Theorem 1.1 are fulfilled.
Thus the theorem is proved. O

Proof of Theorem 1.3. According to (1.16) and (2.15) (see Lemma 2.7), we
have
1
. N (N S T _ 1
Jm (1 =A)g"(A) 2 lim (1 =X)g.(d) > 7
Therefore all the conditions of Theorem 1.2 are satisfied. Thus the theorem is
proved. O

To prove Corollaries 1.2 and 1.3, it suffices to note that the fulfilment of each
of conditions (1.17) and (1.18) guarantees the fulfilment of condition (1.16).

Proof of Theorem 1.4. According to (1.10) and (1.19) it is clear that

t 400
lim sup b= (t) <1+/p(s) / q()R* (7(€)) dgds) <1.
e 0 o(s)
Thus there exists ty € Ry such that
t 400
(3.3) 1—|—/p(s) / q()RM(7(€)) dEds < hM(t) for t>t.
to o(s)

Let V be the set of all v € C([o(7(to)), +00); R) satisfying the conditions

(34)  w(t)=1 for teo(r(ty)),to] and 1<uv(t)<hMt) for t>t,>.

3) Here tg is chosen so large that h(tg) > 1.
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Define

S or 4)
(3.5) T()(t) = 1+/ / (€)) deds for t>t,Y

o(s)
for te [O’(T(to)), to) .

On account of (3.3) and (3.4) it is evident that T'(V') C V. Moreover, the set T'(V)
is equicontinuous on every finite subsegment of [o(7(t9)), +00). Since V is closed
and convex, by Lemma 2.9 there exists vg € V such that vg = T'(vg). According to
(3.5) it is obvious that the vector function (u1(t),u2(t)), the components of which
are defined by the equalities

+oo
=1 —|—/ / T(€)) déds, wug(t) = / q(s)vo(7(s)) ds,
to o(s) t
is a proper nonoscillatory solution of system (1.1). O
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