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ON LIAPUNOV TRANSFORMATIONS OF LINEAR
SYSTEMS OF IMPLICIT DIFFERENTIAL EQUATIONS

S.A. MAZANIK
(Received September 4, 1989)

ABSTRACT. An asymptotical equivalence of linear systems of implicit differential
equations is investigated. Sufficient conditions to transform a linear system of im-
plicit differential equations to a system of special type are given

We shall consider a system of implicit linear differential equations
(1) A(t)z+B(t)z =0, te Ry =[0,+o)

where A(t), B(t) are n x n matrix functions of a real variable ¢t and z is an n-
dimensional vector-function. We shall call an n x n matrix X(t) a fundamental
solution matrix of the system (1) if for any constant k-dimensional vector c the
function

@) z(t) = X(t)e

is a solution of (1) and any solution z(t) of (1) has the form (2) with some constant
vector ¢. We shall also call the system (1) asymprotically equivalent to the system

3) P)y+Q(t)y =0, teRy,

if there is an n x n Liapunov matrix L(t) (see [1]) such that for any solution y(t)
of (3) the function z(t) = L(t)y(t) is a solution of (1) and for any solution z(t) of
(1) the function y(t) = L~(t)z(t) is a solution of (3). It follows (see [5]) that the
system (1) is asymptotically equivalent to the system (3) if and only if there is a
fundamental solution matrix X (t) of (1) such that X(t) = L(t)Y (t) where L(t) is
a Liapunov matrix and Y(¢) is a fundamental solution matrix of (3).

We shall consider the systems (1) and (3) when the matrices A(t) and P(t) are
singular on Ry, i.e., det A(t) = det P(t) = 0 for all t > 0.
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Theorem. Let A and B be absolutely continuous and bounded together with
their first derivatives almost everywhere on Ry . Let also there exist a k x k sub-
matrix Ag(t) of the matrix A(t) such that

(4) }ggldet Ao(t)] > 0,
(5) rank A(t) =k forallt> 0,

@ 5

Ok

ak
—— det(A(t)A + B(t))l > 0.

Then the system (1) is asymptotically equivalent to the system (3) where the
matrices P(t) and Q(t) have the forms

_ (O 02) __(E1 02>
M P—(Os Eo )’ Q= O3 Qo)’
01,0,,03 are zero (n —k) x (n—k), (n — k) x k, k x (n — k) matrices, E;, Ey are

identity (n — k) x (n — k), k x k matrices, respectively, and Qo is a k x k matrix
summable and bounded a.e. on R .

Proof. Without losing generality we may assume that the submatrix Ao is in the
right-down corner of the matrix A. Then (4), (5) imply that the matrix A can be

written in the form
A= [ C1ACs Ci14,
- AoCa Ao

where C; and Cj are respectively (n — k) x k and k x (n — k) matrices absolutely
continuous and bounded together with their first derivatives a.e. on R;.

Denote g c £ o
— 1~ _ 1 2
T_(Os AE‘)’ S_(—Cs Eo)'
Multiplying (1) on the left by the nonsingular matrix T' and making the change of
variables 2 = Sz we obtain the system

(8) Pl): 4+ F(t)z=0
where P is defined by (7) and
(9) F = T(AS + BS).

It is easy to check that S is a Liapunov matrix and thus (8) is asymptotically
equivalent to (1).
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We can consider the system (8) as two systems

(10) Fl(t)zl + Fz(t)Zz =0
(11) 2+ F3(t)zl + Fo(t)Zz =0
where

_ Fy, F, _ [~
N e

F\,Fy,F3,Fpare (n—k)x(n—k),(n—k)xk,kx(n—k), kxk matnces, 21,22
are (n — k)- and k-dimensional vectors respectively.
It is seen from (9) that

(13) F=G+TBS
where

_pao-ta_[ O1 O
(14) G=Ps s_(_03 00),

Oy is zero k x k nratrix.
From (9), (12), (13) we obtain

(15) det(AX+ B) = det T~! det(PA+ F — G) det S~! = det Ao det(PA+ F —G).

The relations (7), (12), (14) imply

k-1
(16) det(PA+F —G) = X det Fy + Y fi\
. =0
where f;, i=1,...,k — 1, are functions of real variable ¢.

Hence taking (5), (15), (16) into account we have

:tzxt‘;l det Fy(t)] >0
and thus from (10) and (11) we get

(17) - L= —F-IFQZz,
. 1

(18) | 3y = (FsF{YF; — Fo)za.
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Let 2; be a fundamental solution matrix of the system (18). Then

2
(Zz>
is a fundamental solution matrix of the system (8) where, in view of (17),

(19) Zy = —F['Fy2,.

Consider the system (3) where P, Q are given by (7) with Qo = Fy — F3F['F,
that is summable and bounded a.e. on R;. If Y is a fundamental solution of (3)
then there exists a constant k x k matrix Cy such that (see (19))

_ _ (B F'R)\ (2
Y_cho,_(oa e Z Co.

From (9), (13), (14) we have that F), F; are absolutely continuous and bounded
together with their first derivatives a.e. on R;. Thus L is a Liapunov matrix. Con-
sequently, (3) is asymptotically equivalent to (8) and hence (3) is a asymptotically
equivalent to (1). The theorem is proved. a
Corollary. If A and B satisfy the conditions of Theorem then the system (1) is
asymptotically equivalent to a system with piecewise constant coefficients. More-
over, the sequence (t,), where t,, are points of discontinuity of coeflicients, is a
subsequence of the sequence (ml), where l is a positive number, m = 1,2,3,....

Proof. By Theorem the system (1) is asymptotically equivalent to the system (3)
where P and Q are of the form (7). Let

where y1,2; are (n — k)-dimensional, y;, 2, are k-dimensional vectors. Then (see
[3]) the system

(20) 2+ Qoy2=0
is asymptotically equivalent to the system
(21) 29+ Roz2=0

where Ry is a piecewise constant k x k matrix whose points of discontinuity make
a subsequence of the sequence (ml). Thus

(22) . Cos Y2.= LOZZ
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where Y3, Z, are fundamental solution matrices of (20) and (21) respectively and
Ly is a Liapunov matrix. From (22) we have Y = LZ, where

r=() 2=(2)

are fundamental solution matrices of (3) and the system
01 02 . El 02 _
(23) ‘ (03 Eo)z+(03 Ro)z_O
respectively, and
_(E1 O,
2= (5 %)

is a Liapunov matrix. Thus the system (3), and hence the system (1), is asymp-
totically equivalent to the system (23). Corollary is proved. . a

For other results connected with transformations of (1) to systems of special
types see [4,5]. ‘

We close this article with some examples which show that the conditions of
Theorem are only sufficient but not necessary.

Example 1. Consider the system (1) in which

_[rcosp gcosy _ (b1 b2
(24) A= (rsimp gsintb)’ B= (bzl 522)’
where the functions r, ¢, ¢, ¥, bij, i,j = 1,2, are absolutely continuous and

bounded together with their first derivatives a.e. on R. The condition det A(t) = 0
for all t > 0 implies

(25) r(t)o(t)sin(p(t) — ¥(t)) = 0 for all ¢ > 0.

Let rank A(t) = k = 1 for all t > 0, then R%(t) = r?(t) + ¢?(t) # 0 for all t > 0.
Assume that _—

. . 2
(26) - BIR() >0

but there is no 1 x 1 submatrix Ag for which the condition (4) is fulfilled. Let also
the condition (5) and (6) be valid. .
Denote 7, = {t € Ry|r(t) = 0} and T, = {t € R4|e(t) = 0}. The relations
(25), (26) imply T NT, = @ and ¢(t) = ¥(t) + k(t)x for all t € R, \ (T, UT,)
where k(t) is a piecewise constant function which admits only integer values. It is
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not difficult to verify that there are piecewise constant functions k(t), k2(t) and
k3(t) admitting only integer values such that the function

o(t) +ki(t)r, teT,,
w(t) =4 ¥(t) +k(t)xr, teT,,
plt) +ks(t)r, t€Ry\(T-UT,)

is, absolutely continuous and bounded together with its first derivatives a.e.on R,.
Define

ki(t), teT,, b(t), teT,,
a(t) = ka(t), teT,, B(t) = { koft), teT,
a(t), teR\(T;UT,), ka(t) + k(t), te€ Ry \(TrUT),

where a(t), b(t) are arbitrary functions such that a(t), #(t) are continuous on R;.

Denote
r=( cosw sinw) o_ (=1)or (=1)P-1p
T\ -sinw cosw /'Y T \(-1)fe (-1)r J°
The matrices T and S are absolutely continuous and bounded together with their
first derivatives a.e. on Ry. Moreover, det T'(t) = 1 and det S(t) = r?(t) + 0%(t) =

R3(t) for all t € R,. From (26) we see that S is a Liapunov matrix and therefore
the system (1) with the matrices (24) is asymptotically equivalent to the system

(27 TASy + (TAS+TBS)y =0

_(R* 0
TAS = ( 0 0) .
Let TBS = (c¢ij), t,j = 1,2. Then det(TASA + TAS +TBS) = R%cy2) + f where
f is a function of the variable t. On the other hand,

where

R?det(AX + B) = det T det(AX + B) det S = det(TASA + TBS) = R%cpod + g

where g is a function of the variable ¢. Thus the conditions (6) and (26) imply

mf -(% det(TASA + TAS + TBS)| > 0.

Therefore, the matrices TAS and (TAS + TBS) satisfy the conditions of Theo-
rem. Thus the system (27), and hence the system (1) with the matrices (24), is
"uymptotncally eqmvalent to a system of the type (3) with P and Q of the form

D
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Example 2. Consider (1) with

000 0 -1 1 10
A=|1010}), B=|2 1 2}, Ao=(0 1).
000 1 0 2

Then det Ag(t) = 1 and rank A(t) = 2 for all ¢ > 0, i.e., the conditions (4) and (5)
are fulfilled. But det(AX + B) = A + 1 and hence the condition (6) is not valid.
However, since in this case A and B are constant matrices and deg det(AA+B) =1
then (see [2, Kapitel 12]) the system (1) is asymptotically equivalent to the system
diag {0,0,1}z+ diag {1,1,1}2 = 0 which has the type (3) with (7).

Example 3. Now we show that the condition deg det(AA 4+ B) = const (see [2,
Kapitel 12]) is not necessary, too. Consider (1) where now

sint — cost sint 0
A= sint sint — cost cost |,

1+ cost—sint —1-—sint -1

(sint + cost)(1 + cost) cost(17+ cost) 0
B= sint + 2 cos?t cost(2+ cost —sint) —cost
—1—(sint + cost)(1+cost) 1— cost(l+ cost) -1

Then det(A(t)A+B(t)) = (1—\) cos t(1+cost), however the system (1) in this case
has the fundamental solution matrix X(t) = (0,0, e*)T and hence (1) is obviously
asymptotically equivalent to the system diag {0,0,1}z— diag {1,1,1}z = 0 which
has the type (3) with (7).
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