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KELLOGGS ITERATIONS WITH MINIMIZING PARAMETERS
Ivo MAREK, Praha

In the Kolomf’'s papers [4&] ’ [4b] a method for the con-
struction of the eigenelements of the linear symmetrizable
operator T in Hilbert space is given, which differs from

the usual process of succesive approximations

(1) Xney =T Xy o

Kolomy mekes use of

(2) Yne1 = A'(n) Ty, »

where A'(':;) realize minimum of the function of real vari-
able '

(3) 9 (P) =Ty, - »yI%.

We shall show that Kolomf s method can be generalized
in the natural way also for linear unsymmetrizable opera-
tors. Also the assumption thét the transformation T oper—l
ates in a Hilbert space can be replaced by the assumption
that the concerned transformation operates in a Banach
space. ‘

Let X be the complex Banach space, X  the adjoint
space of continuous linear forms on X and [X] the space
of bounded linear transformations mapping X into itself.
Let us assume that the forms y e X°, y’e X’ have the
following property
(4) “};ion; y;(x) =y (x)
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for every vector xe X .

Let m, be a simple dominant eigenvalue of the operator
T el X] . According to [7] '
(5) X)X 0 (Fp) T2
holds, where

(6) . _ R x(c:») “ v (p*l 1(0))
(n) = 7_7 )y () & 2
Yn (r® x'97) n yr: (T® x(9))

x(°)e X 1is a suitable vector and X, is an eigenvector of

the operator T - corresponding to the eigenvalue ,(w, .

Let be
2 Yn+1 = A(n) TV Yo = x(e) ’
where
(8) A = n (3

(n) y!; (T yn)
Then the relations

-1
(9) Fp=P Wy =c¢y X, , legl > 0, ﬁ-(n)-éloﬂ “y
follow from,the theorem 3 of [7].

The form of the functionsals y;l e X° in the formula‘(8)
is almost arbitrary. Therefore we shall ask which functionals
yl; are the most effective ones. The conception of the effect-
iveness of the process of the concerned type we shall put some

4

of its extremal properties.
Let T°  be the adjoint operator of T . Let the real

function of the real varisble » € (=00, +00)
(10) v, (¥) = L (r Yy = Y ¥,) , where l'n =Ty, =vy,
be given. Let the sequence y; € X° ve defined by the formula
A1) ypg = Mo Ty . g = (Pe x
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vhere the parameters A’(n) are to be determined from the
condition that the function Y, shall catch the minimal ve-

P + ’
lue, Then 1 yn(Tn 1 yo) yo(TZml
. = =
(h) 3';1 (72 yp) y‘;(Tzn yo)

)

(12)

fron which we can infer that the "effective" process gives
the spproximations of M, of degree n which are equal to
the approximation of degree 2 n given by the usual iterat-
ion process (6) with y;l = y; for n=0,1, ... » This pro=-
perty can be succéssfully used for the symmetric operators in
Hilbert space. In this case the process (11) is identical to
the (7), therefore half of the computations falls off. We
have .
Yo (X) = (x, y7) = (x, y)

and

YY) =2 (P y, =y, , Ty =-vy) = y(»)
and this is the process of Kolomy.

Theorem l. Let , be a real simple dominant ei-
genvalue of the operator T e [ X] . Let %% x . x" 0% x’
be the initial vectors of iterationa (7), (11) such that

y; - x'(o) , y; (Bl"x(O))-f- 0,
n

-n e
where By *ﬂl_i;x‘x‘)’ #, T .. Let y (y;) >0 hold for

n=0,1, qee o« The values ‘ l(n) defined by (8) let be real.

Then
(13) Yo—F Wo s Tp—2 Wy
-1
(14) Ay 24,

. hold, where Wy s w; are eigenvectors of the operators T, T~

corresponding to the eigenvalue (%, . The value }\,'('g;)
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realizes the minimum of the function (10) for n = 0, L, eue o
Proof. The fornula B, = lim m " T follows frem
1l w30l © y

{71 theorem 1.

I v @R ) (B, x)
. ¥, (x Y, X . Y X
z(x) = Sy = 255y, 0+ 2 "%"ﬁ"ra‘
yn x'9) yo (T x' %) ¥o (Bp x )
then we have z} ’(pP x(°))

Ma
“(ra*1 z(oT) ?

z
- -
Yol o

Iz (x) =2°(x)g | 2 (x) - = x(‘”)l +

¥o(B; x) y;(Bl x)
'( - n (Of) = . ( (O) °
y‘° o I X Yo Bl x

Aceording to [7] lemma 2 we have

(15) ”(l-o T x-le" s czlﬂl ”x",(uo>fll >,

where ¢ is the radius of the smallest circle with the centre
in the origine in which the whole spectrum 6 (T) of the ope-
rator .T 1lies with the exception the point (%, .

Clearly the inequalitiea .
) - Jo(BL ¥ |- ol e x(%)
2 (x) - = -
n o({‘o x(O)) Yo ((“o f"}
y2(B, x) 3 . n
(16) _ Yo‘By 2yl e s My (f‘.‘l._)
yo((a o
hold, where cj; = inf ly;(f-t;n ® x(0))[5 0 .
Similarly
‘(B, x) c Hy2 Il -
ap |l -'()/s-%. o X7 il lgl
Y <o)y T FIXE 5 Iy;(leb))[x x "By
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According to (16), (17) and according to [7] theorem 3 we
obtain the validity of (13) and (14).
We shall still prove that the value .5\(;3' realizes the

ninimm of the function (10), This statement follows from the
relations

d — . . s
a—;—‘ﬁ-}"n(v)—zvyn(yn)-Zyn(Tyn),

2
d v) =2y (),
AL

2
d d .
—e ES) = ————— v) =2 (y. )>
e y, ( )L"}'z:n 0, Y Y, (V) ¥, yp)2>0

The iterations of the type (2) were introduced by I.A. Birger

[2] end by J. Kolomy [48],[4t], where the proof of the conver-
gence of the mentioned processes was given for the ccmpact sym-
metric and for the compact symmetrizsble operstors mapping a
Hilbert space ir;to itself. But the formula (8) is also used for
the construction of the eigenvalues of the unsymmetric operstors,
often without any motivetion of the convergence ([6]pp. T72-73).
In the monography [6] it is expected on the ground of physicel
ideaa that the iteration aﬁ.gorjthm {8) has some advantsges in
comparison with the other cnes.

The statement of the -theofem 1 can be utilized without dif=-
ficulty for the construction of the eigenelements of the eguat=
ions of the type
(18) Lx =Bx + ACx , L'x’= B'x’ + Ac’x ,
where L, B, C are, in general, unbounded linear operators
mapping the domains D (L), D(B), D(C) into X . We shall
sssume that D (L)ec D(B)cD(C) end that D(L) is dense in
% . Then there exist the adjoint operators L’, B, C’.
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Ve define the iteration processes

a9 v Cwin)s T ¥ney = B Wy, + w“’) » ¥(n+1) *A(n) Vo o

o) * x(o) ,

v 0 ¢ . '] . ’ e(n+l
(20) . z(n) =B z(n) + 2 (n), zn+l = G’z(n), z (n ) =

= XMp) Znel o 2°¢%) & x (o)

2'0) (y -~

(21) A= ,
{n
(n) z (wn+1) ‘
where the initial vectors x(°), x'(°) = z'<°) are chosen 8o
that
(22) 2, x0) %0,

where El = lim (u;n ™ , 7= ( -pB)"L C . The existence of
the operator (L = B) "€ [X] is assumed.

Theorem 2. Let @, be a real simple dominant ei=-
genvelue of the operator T = (L = B)™1 C 5 Te& [X] . Let the
initial vectors x'°, x°{°) be given so thet (22) holds. Let

(2 2™ (w)) >0 for n=0,1, ...

be fulfilled. Then we have

¥(n) T o1 Z(p)"> X,
124) ‘
= =1
a'(n) - "'\'o Rt
where Kot x; are the eigenvectors of the equation (18) cor—
' -1
respording to the characteristic value A, . The value :A.(_n’

reglizes the minimun of the function

(25) gn(v) Tzl = Vwy) = zn(wn+l -y w(n).‘ .
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Examples.

Exemple 1. Let X be a complex Hilbert space, let T be
a nonnegative lineer operator, i.e. (Tx, x)2 0 for xe€ X .
Let us put

o (x) = (%, y) ,
where y,, n =0, 1, ... eare defined in (2) and
Yo(®) = (T y =y, , Ty =2y)=y,(¥).
Let the inequality
x{®?, B, x40

(o)

be satisfied for the initial vector x "€ X where

-n
Bl = lim o

mn-»eo

™, Let HTH = (4,< +00 be simple isolated

eigenvalue of the operator T . Thus all the assumptions of
- the theorem 1 are fulfilled.

Example 2. Let Y be a real Banach space with the céne K
of the positive elements., Let X be the complex extension of
Y ([5]) i.e. the space of the pairs (x, y) =z, xe ¥, ye ¥
with the norm

Hzly = sup Il x cos ¥ 4ysinﬁll.f
082w

or with some equi:valernt norm.
We assume thet X is volume-type productive cone ([5]) i.
e. the interior int X is nonempty and to every y € ¥ there

exist sequences {y; .}, {5 of » ¥ pek, ¥ n€ K 8o thet
y =ﬂ£12 (¥1n - y2n) . Let W, Wel[Yl , be a compact operator
such that T =W + T I 1is strongly K-positive operator for

some p ( I denotes identical operator), i.e. for xeK s
x4 86, TPe int K for some natural p . About these
- 59 =
\ .



assumptions there exists a real simple eigenvalue 1)0 of the
operator W having the maximal real part between the all
points of the spectrur of the operator W .

Let K2 ¥° be the adjoint cone of K . If we put the

initial vectors x %% K , «1(%% * we obtein according to

theorem 1 the relations
In=> %o s Ip=> Xg » A’Z%).-‘) Vot T,

where Wx, =V, x5 , Wx) = v, x and y,, ¥, » Aln)
are defined by (7), (11), (8). The value .1'('13:1) realizes the

minimum of the funetion (10),

Proof. Let us put
=1 =1
By = 3, fCMDRM, ) dA , B = fC‘)OR(Z,, W) aa ,
where Cau, 1is the circle with the centre (u, such that
int Gy n 6 (T) ={g,} and similarly int C, n & W) ={V}.
o
It gan be easily shown that B, = By . Thus By x e int X for

xe€eK, x+p0.
It is well known ([5]) that there exists a positive simple

dorinant eigenvalue &, of the operator T and one and only
one eigenvector x,eX , Xoll = 1 corresponding to ¢, . Thus

Y, S, =T 1is real. The inequality

Re Y 2 Re ¥, , Ye 6 (W)
is impossible for
[v+Tl<y +T
and therefore Re 3).> Red  for all wve6W) , VF 1, .
Remark. To the category of linear operators described in
the example 2 belong the linear operators which operate in fi-

nite dimensional spaces and which are represented by the
- 60 =



matrices T = (tjk) with tjk’ 0 for Jj4 k and with arb-
itrary real ty ([1]).

E xsmple 3. Let G be & connected region in the three-
dimensional Euclidean space R3 . Let £ be the‘ set of vec—-
tors of R3 with the unit norm and let be O = Gz ., Let

X = Lz((/Z)X... > LZ(OL) be the cartesian product of m
spaces Lz((/L) , where L2(0£) consists of the functions in-

tegrable with the square on (I . The scalar product and the
norm are defined in X -'as usually by the formulae
n —
) = = S x4 @F,10) Vs (T, X)) aran ,
=1 @
1
Ixl = (x, x)i ( & denctes the complex

conjugate number of o ), X = (Xy, eeey X)) , ¥ = (yl,...,ym).

Let Kc X be the set of the vector-functiéns nonnegative
almost everywhere in A , The set K is evidently a product- ‘
ive cone in X .

We shall investigate the so-called fundamental equations
of the reactor-physics in the multigroup - energy approximation
of the neutron transport theory [6] p. 285. The mentioned sys-
tem of equations can be symbolically written as ([8])

(26) Lx =Bx + ACx, Lx" =Bx"+ ac¢%x",
where x denotes the ne\;tron-flux, x” denotes the "neutron=-
price* and L, B, C denote the operators describing diffu,sion,'
absorbtion, scattering and fission in the given medium,

According.to [8] T = (L = Blc is compact absolutely
K-positive operator. Therefore there exists a positive simple

dominant eigenvalue o of T and: T  and to this eigenvalue
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correspond the eigenvectors Xo x; of the operators T ,

T =g - B')—l o These vectors are positive almost every-
where in I . Tiae mentioned eigenelements can be constructed
by means of the iteratioms (19), (20), (21), where

+(n)y

( z
(27) ﬁ,(n) = _!LI.]'_)_’__:TE)._ s
(Wppqs 2 )
(28) Sa(P) = (wyq, = Vin)r Zpel = »g(n)y |

Let be x %% Kk, x'(%)% k. It follows from the sbsolu-
te K-pesiiivity of T that the assu.mptions of the theorem 2
are fulfilled. Especially we have

(w(n)» z'(n)) > .0,

2 .
a 3n(”)}v.x‘ =0, 5—52 $4 () =2 (wyy, z°®)

ay n)

for n =0, 1; eee »

Example 4. The necessary properties required in the theorem
2 has also the system of multigroup diffusion equations [6] pp.
113-135. The mentioned system can be obtained by substituting
the operators 1, B, ¢ ; L , B°, C* in (26) for other opera-
tors which describe the physically simpler approximation.

In the Hilbert spaces we can choose the values .x(n) ’
n=0,1, ... so that the functions
(¥ = 1> Ty, = 5,02
will catch the minimal value_s. We obtain the formula

(29) Meny = Re (v, Tyy) .
(T3 Tyn)
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The czlculations show that the proecess (7), (8), (11) is mors
effective than the process (7), (8), (293 for the unsymmetriz-
able T o
In'real Hilbert spaces H. Bueckner [3] used the formula
(29) also to the conatruction of eigenvalues of non-linesr
equations.
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