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ON THE ROLE OF CONFIGURATIONS IN THE THEORY
OF GRAMMARS

MIROSLAV NOVOTNY, Brno

(Received May 19, 1969)
INTRODUCTION

In [1] I found a new characterization of context-free languages: Every
context-free language is the intersection of a full language and a trace
of a language of strong depth 1. A full language over the set V is a lan-
guage containing all strings over V. Languages of strong depth 1 can be
defined by means of strong configurations of order 1: They are languages
over a finite vocabulary for which the set of strings containing no strong
configuration of order 1 is finite and the set of all so called simple strong
configurations of order 1 is finite, too. The trace of a language in a free
monoid U* is the language which can be obtained by cancelling all
symbols not belonging to U in each string of the given language.

The aim of the present paper is to find a similar characterization of
languages of the type 0 of the classification of Chomsky. We prove that
every language of the type 0 is the intersection of a full language and
a trace of a language finitely generated. A finitely generated language
is a language over a finite vocabulary for which a natural number »
exists such that each string of this language of length >n contains
a weak configuration of order 1 of length <n.

Thus we see that finitely generated languages form a kernel from
which the class of all languages of the type 0 can be obtained by means
of two operations: trace and intersection. In the theory of finitely
generated languages the main concept is that of a weak configuration
of order 1 which appeared in the literature earlier; this concept was
studied in [2] under the name of the configuration of order 1. The idea
of using configurations to construct grammars is due to Gladkij [3].

1. GENERALIZED GRAMMARSJAND GRAMMARS

If V is a set, we denote by V* the free monoid over V, i.e. the set of
all finite sequences of elements of ¥V in which the operation of con-
catenation is defined; we suppose that the empty sequence A is an element
of V*, too. We identify one-element-sequences with elements of V; thus
we have V = V* and for every natural number ¥ and for z,, =, ..., o
we write ;... 2 instead of (x, 23, ..., x). The elements of V are
called symbols, the elements of V* strings.
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We-put |A|=0. If x¢y* 2 =aa,...2, where n is a natural
number and z;€ Vfori=1,2 .. », then we put | z , - n.

If n is a natural number and Ai c V*fori = 1 2, ..., n, then'we put
A4z ... Ay ={a10; ... ay; age Ay, i = 1, 2, )

1.1. Definition. Let V U be sets, let f be a mappmg of the set V
into U*. We put f,(4) = A; if x = x@; ...z, where n is a natural
number and z; € V for i z =1,2..m, then we put f,(x) = f(z1) f(x2) ..

. flan).

1.2. Remark. If V, U are sets and f a mapping of V into U*, then
£, (xy) f.(@) f (y) for every x,y e V*.

. Definition: Let ¥ be a set, I, = V*;then the pair (V, L) is called
a language

1.4 Definition. Let V be a set. Then the language (V, V*) is called
Sull.

1.5. Definition. Let (V, L), (U, M) be languages. Then the language
(V n U, L n M) is called the intersection of the languages (V, L), (U, M).

1.8. Definition. Let V, Vr, S, R be sets with the properties Vpr = V,
8 < V* R < V* x V* Then the quadruple ¢ =<V, Vr, S, R) is
called a generalized grammar. The elements of R are called rules. ‘

1.7. Definition. Let @ = (V, Vp, 8, R) be a generalized grammar.
We write, for z,y e V*, 2 > y (@) instead of (,y) € R. For z,ye V*,
we write z = y (@) iff there exist such strings u, v, ¢, z € V* that x = ufv,
uzv =y, t—>2z (@). For z, y € V* we write z %, y (G) iff there exist a non-
negative integer p and some strings £, ;, ..., {p of V* such that z = &,
tp =y and ¢y = (@) for + = 1, 2, ..., p. The sequence ¢, ¢;, ...;'tp is
called an x-derivation of y in @, p is called the length of this a- derwatwn

We put
ZL(@) = {x; xe V} and there exists some s€ S with the property s %, z (@)}.
The language (Vr, £ (®)) is called the language generated by G.

1.8. Definition. Let G = (V, Vp, 8, R) be a generalized grammar.
If V = Vg, then this generalized grammar is called a special generalized
grammar. We write <V, 8, R) instead of <V, V, 8, R) if<v,V, 8, R
is a special generalized grammar.

1.9. Definition. Let G = <V, Vr, S, B> be a generalized grammar.
Then @ is called a grammar iff the sets V, 8, R are finite.

1.10. Remark. From the above definitions it is clear what is meant by
a special grammar,

1.11. Definition. Let (V, L) be a language. This language is called
a spectal language iff there exists a special grammar generating (V, L).

. 1.12. Definition. Let @ = (V, Vy, 8, R) be a grammar. This grammar
is called a phrase structure grammar iff the following conditions are
satisfied: (1) There exists such an element ¢ € ¥V — Vp that § = {0'}
(2) If (x, y) € R then A = x € (V — Vr)* (see [4], [6]).
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1.13. Definition. Let (V, L) be a language. This language is called
a language of the type 0 iff there exists a phrase structure grammar
G= (W, V, {0}, R) which generates (V, L).

- L14. Definition. Let ¢ = (V, Vr, {o}, R) be a phrase structure
grammar. Then @ is called a grammar having the standard form iff the
following condition is satisfied: If (z,y) e R then |z | £ |y | + 1.

1.15. Lemma. Let (V, L) be a language of the type 0. . Then there exists
a grammar (W, V, {c}, R) having the standard form which generates (V, L).

Proof. Let @ =<U, V, {6}, @ be a phrase structure grammar
generating (V, L). If @ has not the standard form then there exists
a rule (z, ¥) € @ having the following property (S): [z | > |y | + 1. We
put|z|=m,|y| =nT=222... Tm, Y = Y1Y2 ... Yyn Wherex;e U —V
fori=1,2,...my;eUforj=1,2,...,n. We have m > n + 1; we
put ¢ =m—n—1. We take new and mutually distinct elements

C1y1s C1525 ++ 5 Clym—15 €251y €252, +++y C2ym—2y +++s Cgs1s Cgs2s <=+ cqm+1 and we
define Wy =UuU{c,y; t=1,2, ..., ¢, 5=12, ..., m—i}, Q=
= {(x, €151C152 -+ - Clym—1)s (C1,1€1,2 -+« C1ym—1, €251€2,2 -+ - C2ym—2), - - - (cq,lcq,z- ..

<+ Con+1, y)}, = (Q—{(x, ?/)}) UQo, Gh=(Wy, 7V, {0}, Q.
" Clearly z % y (G4). It follows £ (@) = Z(G).

Let us suppose o *, 2 (G4), ze V*. There exists a g-derivation ¢ = ¢,
ti, ..., tp = zof zin Gy. If no rule of the set @, has been applied then
we have ¢ ¥, z (G). Let us suppose that a rule of ¢, has been applied in
the above derivation; let us suppose that 7, 0 < r < p is the least index
such that ¢, has been derived from ¢,—; by means of a rule of ¢y. Then
ty—1 = uav, by = UCy1,1C1,2 ... C1,m—1 for some u, v € U*. It is easy to see

that we can construct such a g-derivation ¢ = to, 1, ..ty =1z20fzin Gy
that ¢{ =t for ¢ =0, 1, ..., r, t;_; =uaw, t, = ucmcl,z - Clym—1?,
t,-+1 = 'll,Cz,lCz,z - C2m—2V, ..., tr+q-—1 UCq»1Cq52 - - cq,n+l'v, tr+ = UuYv.

Thus, ¢ *, t,+q(G) By repeating this argument we prove o %, 2 (G) Thus

L@ = LG

We have proved Z(G) = Z(G1). The number of rules in @, having
the property (S) is less than the number of such rules in @. By repeating
this procedure we construct, after a finite number of steps, a phrase
structure grammar H = (W, V, {g}, R) such that Z(H) = £ (@) and

that no rule of H has the property (8), i.e. H has the standard form.

1.16. Lemma. Let (V, L) be a language. This language is of the type 0
iff it is the intersection of a special and a full language.

Proof. If (V, L) is a language of the type 0, then there exists a phrase
structure grammar G = (W, V, {0}, R) generating (V L). We put
H = (W, {0}, R); then H is a special grammar and (@) = ZL(H) n V*,
Thus, (V, L) = (V, L(@) = (W n V, L(H) n V*). Thus (V, L) is the
intersection of the special language (W Z(H)) and the full language
(v, 7*.
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Let (V, L) be the intersection of the special language (U, M) and the
full language (W, W*). We can clearly suppose that W = U; therefore
V=WnU=W < U. There exists a special grammar @ = (U, 8, R)
generating (U, M). It follows that H =<U, V, 8, R) is a grammar
generating (V, L). It is well known (cf. e.g. [2], p. 95) that for every
grammar there exists a phrase structure grammar which generates the
same language. Thus (V, L) can be generated by a phrase structure
grammar and therefore (V, L) is of the type 0.

1.17. Lemma. Let G = {V, Vr, {0}, R) be a phrase structure grammar,
U an arbitrary set. Then there exists such a phrase structure grammar
H =W, Vp, {z}, P) that (@) = LH) and (W —Vp)nU = o.

Proof. Let 4 be an arbitrary set equivalent with V — Vp with the
properties AN U = @, 4N Vp= &, b a bijection of ¥ — V7 onto 4;
we put b(¢) = ¢ for each t € V. Thus b is a b1]ect10n of Vonto 4 u Vyp.
We put W=A4 U Vr, v =>0(¢) and P = {(b (), b (y)), (x, y) e R}
where b, is defined according to 1.1. We define 'H = ( Vrp, {z}, P).
Clearly, P =LH)and (W —V)nU=A4AnTU = z.

1.18. Remark. Let (V, L) be a language of the type 0, V; an arbitrary
finite set. Then (V u V,, L) is a language of the type 0. — Indeed there
exists a phrase structure grammar G = (W, V, {o}, R) such that
Z (@) = L. We can suppose (W — V) nV; = @ according to 1.17. We
define H= (W u V;, VuV,, {o}, R). Clearly, (@) < Z(H). Let us
have x € Z(H). Then x € (V U Vy)*, ¢ X o (H). It implies x € (V U Vy)*,
o X z (@), thus x € W*. Therefore, xe W*nNn (VU V)*=(W—TV)u
ur*Nn((VuV)x=T* andxe,?(G) Thus, L = Z(G) = Z(H) and
(VuV,, £H) = (V u Vy, L) is a language of the type 0.

1.19. Remark: The intersection of a language of the type 0 with a full
language is a ]anguage of the type 0.

Indeed, if (V, L) is a language of the type 0, then there exists a speclal
language (U, M) and a full language (W, W*) such that (V, L) is the
intersection of (U, M) and (W, W*) accordlng “to 1.16. Let (Z Z*) be
a full language. Then the intersection (W n Z, W* n Z*) is the full
language (W N Z, (Wn Z)*) and we have (VN Z, Ln Z* =
=UnNWnZ MnW*NnZ¥) =Un(Wn2Z), Mn(Wn Z)¥
which is the intersection of the special language (U, M) and the full
language (W n Z, (W n Z)*). Thus the intersection of (V, L) and (Z, Z*)
is a language of the type 0 according to 1.16.

1.20. Definition. Let P be a linearly ordered set,V a set, let us suppose
Ve V,8 c V* Ry < V* x V* for each A € P. Let us suppose that
the sets .R,1 are mutually disjoint. Then the quadruple @ =<V, Vr, 8,
(Ra)g.p) is called a generalized grammar with a linearly ordered decompo-

sition on the set of rules (a generalized o-grammar). If the sets V, S, J Ry
AeP
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are finite, then the quadruple (V, Vp, 8, (Ra)iep) is called a grammar
with a linearly ordered decomposition on the set of rules (an o-grammar).
The pairs (2, ¥) € R; are called rules.

1.21. Definition. Let G = <V, Vr, 8, (Rip) be a generalized
o-grammar. Let us have 4o € P. Then for z,y e V* we put z — y iff
R/l.,
(%, y) € R;,. For z,ye V* we put = y iff there exist such strings
R;
u, v, t, z€ V* that x = utv, uzv =y,t—“>z. Forz,ye V*weputz® y
R; 7)
iff there exist an integer ¢ = 0 and some strings to, ¢, ..., tg in V* suoch
that =4, fg =y and ;- =t fort =1,2, ..., ¢q.
Rlo
For z,y € V* we define # %, y iff there exist such an integer p = 0,
(Ra)iep
such a finite increasing sequence A; < A; < ... < Ap of elements of P
and such elements #o, ¢;, ..., #p of V* that x =4, tp =y and #;_1 %
R;
fore=1,2,...,p. ‘
We put
L(@) = {x; x € V} and there exists such se S that s % a}.
(Ra)aeP
The language (Vr, £ (@)) is called the language generated by the generalized
o-grammar Q.

1.22. Definition. Let G =<V, Vrp, S, (Ri)ip> be a generalized
o-grammar. This generalized o-grammar is called special iff V = V.
Wewrite (V, 8, (Ri)ip) instead of <V, V, 8, (Ri)ip) if <V, V, 8, (Ra)rcp)
is a special generalized o-grammar.

1.28 Remark. It is clear what is meant by a special o-grammar.

In [6] we proved the following theorem:

1.24. Theorem: Let G be a special o-grammar. Then there exists such
grammar H that (@) = £ (H).

2. TRACES OF LANGUAGES AND GRAMMARS

2.1. Definition. Let V, U be sets. For each ve V we put tU(v) = v
if veU and tV(v) =A if ve V— U. According to 1.1 we define the
mapping t7 of V* into U*. If x € V* is a string, then tU(z) is called the
trace of x in U*.

2.2. Lemma. Let V, U be sets. Then the mapping tU has the following
properties:

-(A) For each z,y € V* it holds true t7(zy) = t7(z) tU(y).

(B) If tU(u) = 2"y’ for some u € V*, o', y' € U*, then there exist such

strings x, y € V* that tV (z) = ', t7(y) = ', 2y = w.
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(C) For each x € V* we have tU(t7(x)) = tU(x).

The proof can be found in [1]

2.3. Definition. Let (V, L) be a language, U a set. We put t"(L)
= {tU(x x € L}; the language (U, tU(L)) is called the trace of the lunguage
(v, L) in U*.

2.4. Definition. Let @ = (V, S, R) be a special generalized grammar
U a set. We put 8, = $7(8), By = {(t¥(z), t°(9)); (v, 9) € R},

Then the special generahzed grammar U, Sl, R;) is called the trace of
the special generalized grammar G in U*.

2.5. Theorem. Let (V, L) be a language of the type 0, U an arbitrary
finite set. Then the trace of the language, (V, L) in U* is a language of the
type 0.

Proof. There exists a phrase structure grammar @ = (W, V, {0}, R)
such that £ (@) = L. We can suppose, without loss of generality, that
(W—V")nU-= Q according to 1.17. We define the o-grammar
H = (W, U, {6}, (R)1<p) where P = {1,2} with the natural ordering,
R1 = R, Rz = {(a,/l); aeV — U}

Let us have 2 € Z(H). Then z € U* and one of the following three
possibilities occurs:

(a) There exists a string o € W* such that 0 = {p = 2. Butoe W — U
and x e U wich is a contradiction. Thus, the first possibility cannot
oceur.

(b) There exist a natural number %; and some elements &, ¢, ...,
tx,€ W* such that o =, tyy, =z and f;_y > for i =1, 2, ..., ky or

R

1
tig=>tyfori=1, 2, ..., k. In the first case, we have x € U* and

zE K (G which implies = t7(x) € t7(Z(@)). In the second case we have
to = o and fy = t;, thus ¢ — £; which is a contradiction as e W — V¥V

: R ,
and t > 2 implizss teV—U. Thus, the second case cannot occur.

R . .
(¢) T’here exist such integers 0 < k; < k; #nd such strings %, ¢, ...,
tr,€ W* that 0 =", ty, =2 and #—y => ¢ for ¢ =1, 2, ..., k; and

Ry
ti—1 => t; for i =k + 1, ..., k;. Thus, we have o % #,(G). We have

ty, € V ; indeed, if &, € W* — V¥, then at least oene of the symbols
of tx, belongs to W — V. But this symbol ocours in #x, as the symbols:
of W — V cannot be removed by means of the rules of the set R;. Thus,
tyy € W* — V* implies z = #, € W* — U*, which is a. contradiction.

Therefore th € V* and o * #,(@) which implies &, € £(@). The rules
of R, transform all symbols of t¢, belonging to V — U mto A; thus
* =gy = tU(t,) which implies et”(.ff(G)) S

We have proved YH) = tU(.? (6‘))
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Let us have z € t(£(@)). Then there exists such a string y € £(@)
that tU(y) = z. Thus we have o %, y (@). It implies ¢ %, y. Clearly, y %, =.
R R.

Thus, o * =z, x e U*. It follows z € Z(H).
(RA)3eP

We have proved t7(#(@)) = Z(H).

Thus we have tV(£(Q)) = Z(H).

We put H, =<(W, {0}, (Ri)icp). Clearly, L(H) = F(H) n U*.
According to 1.24 there exists such a grammar @' = (V’, Vp, §', R')
that £ (Q') = £ (H,). It implies that (V7, Z(H,)) is a language of the
type 0. It follows that (Vy n U, L(H:) n U*) = (Vo n U, L(H)) is
a language of the type 0 according to 1.19. It implies that (U, £ (H))
is a language of the type 0 according to 1.18. Thus the trace of (V, Z(&))
in U*, namely the language (U, L (H)) = (U, t7(£(@))), is a language
of the type 0.

3. FINITELY GENERATED LANGUAGES

In the following definitions (V, L) is an arbitrary language.

3.1. Definition. For x € V* we write zy(V, L) iff there exist such -
strings u, v € V* that uzv € L.

3.2. Definition. For z,ye V* we write z > y (V, L) iff, for every
u, v € V*, uxv € L implies uyv € L.

3.3. Definition. For =,y e V* we write x =y (V, L) iffz > y(V, L)
and y > z (V, L).

8.4, Definition. Let «, y € V* be strings. The string « is called a weak
configuration of order 1 of the language (V, L) with the result y iff the
following conditions are satisfied: xv(V, L), a =y (V, L), |z]| > |y |-

For the sake of brevity we say ‘‘configuration” instead of “‘weak
configuration of order 1" as no other configurations will be studied in the
present paper.

By C(V, L) we denote the set of all configurations of the language
(V, L); we put E(V, L) = {(y, «); z € C(V, L), y aresult of z}, B(V, L) =
= L—V*C(V, L) V*.

3.5. Definition. Let (V, L) be a language. This language will be called
a language with bounded configurations iff there exists such an integer n
that, for each string w € L with the property | w | > n, there exist such
strings z, y, , ve V* that w = wav, (y,2)€ B(V,L) and |z | £ ».

If (V, L) is a language with bounded configurations, then we denote
by ¢(V, L) the least integer » with the above mentioned property. We
put D(V,L)={(y,2); (y,x)eEB(V,L), |z| <4V,L)}, K(V,L)=
=<V, B(V, L), D(V, L)). Then K(V, L) is called the generalized bounded
configurational grammar of depth 1.

8.6. Theorem. Let (V, L) be a language with bounded configurations,
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K(V, L) ts genemlzzed bounded conﬁgumtzonal gmmmar of deptk 1. Then
LKV, L) = :

Proof. 1. Let E(n) be the followmg assertion: If xe¥ (K(V Ly) and
| 2| =n, then z e L.

Clearly, E(0) is valid as xe Z(K(V, L)) and |z | = 0 1mphes z€

eB(V,L) < L.

Let m > 0 be an integer and suppose that E(0), E(1), ..., E(m —1)
are valid. Let us have x e #(K(V, L)), | x| = m. Then there exist an.
integer p =0 and such elements s, 31, ..., sp of V* that so e B(V, L),

sp-xandai_1:>84(K(V L)) for : =1, 2 . p. If p =0, then z ="
=8 eB(V,L) < L. If p > 0, then we have 8p-1 = 2 (K(V, L)) which.-
implies the. existence of such strings =, v, f, z€ V* that ulv = 55,
z = wuzvand (t,2) € D(V, L). Thus, | sp—1 | = |ulv | < |uzw | =|z| =m
and sp; € L(K(V, L)). According to E(0) or E(1) or ... or E(m — 1) we
have s,_;€ L. We have ¢t ==z (V, L) as (t,2) e D(V, L). Thus uty =
= 8p-1 € L implies x = uzv € L. ~

We have proved the validity of E(m).

Thus E(n) is valid for every integer n = 0. It follows Z(K(V, L)) < L.

2. Let F(n) be the following assertion: If zx € L and | # | = n, then
z € L(K(V, L)).

Clearly, F(0) is valid as x € L and [x{ = 0 implies x € B(V, L) <
c P(K(V, L)).

Let m > 0 be an integer and suppose that F(0), F(l) , Flm — 1)
are valid. Let ushavexz € L, || = m. If x € B(V, L),thenxe,?(K(V Ly).-

Let us have ze V*C(V, L) V*. Then two . possibilities can occur:

(x) If m < i(V, L) then there exist such strings %, v, z € V* that
= uzv, zeC(V, L). We have |z| S |uzv|=|2]=m £ ¢V, L).

(B) If m > 4(V, L), then there exist such strings u, v, z€ V* that
x=wuz, 26 C(V,L) and | z| £ i(V, L) aceording to the definition of
i(V, L).

Thus, in both cases, there exist such stringswu, v, z€ V* that z = uzv,
2€ C(V,L) and |z| < iV, L). Let t be an arbitrary result of z. Then
(¢, 2) e D(V, L) which means ¢t = 2 (V, L), |t| < | z|. Thus, uzv =xze L
implies utv € L; moreover, we have |utv | < | wzv | = m. According to
F(0)or F(1)or ... or F(m — 1) we have utv € .,?(K(V, L)) which implies
the existence of such a string se B(V, L) that s *, wtv (K(V, L)). As:
ubv = wzv (K(V, L)) we have s , uzv (K(V, L)) and x = uzv € Z(K(V, L)),

We have proved the validity of F(m).

. Thus, F(n)is valid for every integer n > 0. It follows L < .f (K(V, L)).

3. We have proved L = Z(K(V, L)).

3.7. Definition. Let (V, L) be such a language with bounded con-
figurations that V is a finite set. Then (V, L) is called a finitely generated

language.
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3.8. Lemma. Let (V, L) be a finitely genemted language Then the sets
B(V, L), D(V, L) are finite.

Proof. The finiteness of D(V, L) follows from the fact that there
exists only a-finite number of strings € V* with the property | x| <
< (V, L). Thus, there exists only & finite number of .ordered pairs of
such strlngs all rules of the set D(V, L) are contained in the finite set
of such pairs. .

It follows from the definition of B(V, L) that seB( V L) 1mp11es
8] £ i(V,L). Thus, B(V, L) is finite. -

3.9.Theorem. Every finitely generated language is a language of the
type 0.

pProof It follows from 3.8 that K(V, L) is a grammar for the finitely
generated language (V, L). '

4. CHARACTERIZATION OF LANGUAGES OF THE TYPE O

4.1. Lemma Let @ = (V, Vr,{o}, R) be an arbitrary grammar having
the standard form such that L (@) = @. We put Gy =V, {o}, R). Let
Zy, Zy, Z3 be sets with the following properties: there exists a bijection f,
of R onto Z,, a bijection f, of R onto Z,, Z3 has precisely two elemenis :
and — and the sets V, Z,, Z,, Zy are mutually disjoint. We put fi(r) =
= [y, folr) =] foreachre R, Vo = V U Z, U Z, U Z3, R, = {(, [+y]r);
r=(z,y)€R}, R, = {@alr, : [r—a);re R,ac V}, Ry = {(al, : Ir —a);
reR, aeV}, Ry={(a:, ::a); acV}, Rsy={(@a—, ——a); aecV},
Ry =Ry UR,UR;URyU Rs, Gy = (V,, {6}9‘R0>‘

Then the following assertions hold true:

G Ife,ye Viz L y(Go), then |z | < |y | If o %y (Go)and [y | =1,
theny—fa, ifo=y(Go)and |y| =2, ‘then (o, y) € Ry.

(48) The language (V, L(G,)) is the trace of (Vo, L(Go)) in V*.

-(#3%) If (z,y) € Ro, (¢, 2) € Ro and u, v, p, g € V& are such elements that
uyv = pzq, then either w = pzq1, 192 = ¢, 92 = yYv for suitable strings
q1,92€ Vi or uy = py1, p1p2 = P, P22q = v for suitable strings p,, p,€ V3
oruU=p,y==2z9v=4gq.

(tw) If (x,y) € Ry, then y > z (Vo, L(Gy))-

(v) (Vo, L(Gy)) 18 a finitely generated language.

- Proof of (¢). Clearly, (z, y) € Rimplies | | < |y | 4 1,thus, (¢,2)e R,
implies | ¢| < | z|. It follows the first assertion. As |z | = 2 for each
(t,2) e Ro, theno %, y (Go) and |y | =1 imply y = g and 0 %, y (Go) and
|y | =2 imply (0,y) € R;.

Proof of (i). 1. Let C(n) be the following assertion: If we £ (Gy)
and | w | = n, then t¥(w) € Z(Gh).

Clearly, w € Z(Gy) 1mp11es lw] 21 accordmg to (7).
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C(1) is valid, as we Z(Go), |w | = 1 imply w = g according to (i)
and t¥ (w) = t7(0) = 0 € £(G) according to 2.1.

Let m > 1 be an integer, let us suppose that C(1), C(2), ..., C(m — 1)
are valid. Let us have we £ (Gy), | w| = m. Then there exists a o-
derivation 8y, 81, ..., 8, of w in @ and = = 1. Especially, we have
8n—1 = W (Go). Thus some strings u,ve V§ and a rule (¢, z) € R, exist
such that s;—; = ufy, uzv = w. We have |ubv | < |uzv | = |w | = m,
uby = 8y € L(Gy) according to (¢). According to C(1) or C(2) or ... or
C(m — 1) we have tV(utv) € #(#), thus — according to 2.2 (A)
tV )t e)t/ (v) e & (Gh).

If (£, 2) eRl, then ¢t e V* which implies t7(t) = ¢ and z = [;w'], for
a suitable w’ € V* where r = (t, w’) € R; it follows t7(2) = w'. Thus we
have t7 (u) ttV('v) €% (@) which implies tV(w) =t (uzv) =Y (u) 17 (2)17 (v) =
= tV(u) w' tV(v) e ().

If (t, 2) € B, U Ry U Ry U Rs, then, clearly t7(t) = t7(2). Thus t¥(w) =
= t¥ (uzw) = t7(u) t7(2) t¥ (v) = t¥(u) tV(t) tV(‘v) = tV(M'v) e Z(G).

We have proved G’(m)

Thus C(n) is valid for » = 1, 2, .... It implies t7(ZL(Go)) < L(G1).

2. Let D(n) be the following assertion: If z € £ (@,) and if there exists
an o-derivation ¢ = 8o, 8y, ..., 84 = z of z in @, of length », then there
exists an element w € Z(Gy) such that t¥ (w) = .

D(0) is valid as x € (&) and n = 0 imply o = 8o = « and t(0) =
=0 =2.

Let m > 1 be an integer, let us suppose that D(0), D(1), ..., D(m — 1)
are valid. Let x € £(G4) and let us have an g-derivation ¢ = &, sy, ...,
8m = z. Then 8y € £(G4) and o = s, 81, ..., Spm—1 18 an g-derivation of
8m—1 of length m — 1. According to D(m — 1) there exists an element
w' € £ (Gy) such that t!(w') = sy—1. As we have sy = x (G4), there
exist a rule » = (¢, 2) € R and some strings , v € V* such that 8-y = ulv,
uzv = z. It follows the existence of u’, ¢’, v’ € V* such that u't'v’ = w’,
tY(w') =u, t7(@#') =t, t7(v') = v according to 2.2 (B). If #' ¢, then
applying some rules of R, U R3 U Ry U Rs we get ¢’ % yt (Go) where
ye(Vo— V)*. It follows t¥(y) =A. If ¢’ =t¢, then ;e % t(Gp) holds
trivially. Thus, in both cases there exists a string y € (Vo — V)* such
that ¢’ £ yt (Go). It implies u't'v’ X u'ytv’(Go). As (¢, [rz]r) € Ry we have

w't'y’ * uy[,z],-v (Go). The fact that wu't'y = w' €L (Gy) implies
w y[,z], v' € £(Go). We have t7(u'y[sz]y v') =tV (w) 28] (v') = uzo = z.

We have proved D(m).

Thus D(n) is valid for n = 0, 1, 2, ... . It implies Z(Gh) < t7(L(Go)).

3. We have £(G)) = t!(L(G), v c Vo. Thus, (V, L(Gh) =

= (V, t7(Z(G))) is the trace of (Vo, L(Gy)) in V*.

Proof of (iti). Let us have (2,y)e Ro, (¢, 2)eRo, u, v, D, q€ Vs,
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uyv = pzq. Let us suppose that there exist such strings ¥1, ¥2, 21, 22 € V¥,
c € Vo that y = yicy,, 2 = zic2;, wyy = pz1, yov = 2

(a) If (x,y) € Ry, (t,2) € Ry, then y = [;w],, z = [rw'] for suitable
rnreR wweV*xItfollowsr =r,w=w as[,,[ry,lr JreVo—V
It implies y = [w]r = [yw']y =2, u=p,v=4¢.

(b) If (x,y) € Ry, (¢, 2) € R;, then the above mentioned situation is
impossible as y = ycy;, 2 = 21c2; imply ce V or ¢ = [, for a suitable
r € R. In the first case we have y; £ A # y2,2, = : [ —, 22 = A. From
the fact that uy, = pz; it follows that the last symbol of y, is —, which
is a contradiction. In the second case we have yy = A, y, # A, 2, = : ,
23 = —a for a suitable @ € V. Froin the fact that y,» = z,q it follows
that the first symbol of y, is —, which is a contradiction.

(c) If (x,y) € Ry, (L, 2) € Rs, then the above mentioned situation is
impossible as y = yicy,, z = 210z, imply ce V or ¢ = ], for a suitable
r € R. In the first case we have y, < A # ¥2,21 = : }y —, 2, = A. From
the fact that uy, = pz, it follows that the last symbol of y, is —, which
is a contradiction. In the second case we have y; # A, y2 = A4, 2z, = ¢,
2, = —a for a suitable @ € V. From the fact that uy, = pz, it follows
that the last symbol of ¥, is :, which is a contradiction.

(d) If (z,y) € Ry, (¢, 2) € Ry, then the above mentioned situation is
impossible as y = y1cyz, 2 = ziczimply c€ V. Thus,ce V,y1 # A # y,,
21 = ::, 23 = /. From the fact that uy, = pz; it follows that the last
symbol of ¥, is :, which is a contradiction.

(e) If (z, y) € R1, (t,2) € Rs, then the above mentioned situation is
impossible; it can be proved similarly as in case (d).

(f) If (x,y) € Rz, (t,2) € Ry, then clearly y = 2z, u = p, v = ¢.

(g) If (x,y)€ Rz, (t,2)eR3, thenceVorc=:orc=— IfceV,
then y; = : [y —, ¥2 = A, 2, = ]y —, 2, = A for suitable r, ¥ € R. It
follows from uy; = pz; that [, = ], which is a contradiction. If ¢ = :,
then y, =4, y2=[r—a, 21=4, 2z, =) —a for suitable r,7 e R,
a,a’ € V. From the fact that y,» = 2,q it follows that [, = ],-, which is
a contradiction. If ¢ = —, then y1 = : [y, y2=a€eV, 2z, =]y, 22 =
= a € V for suitable r, 7 € R, a, a’ € V. From the fact that uy, = pz, it
follows that [, = ]y, which is a contradiction. Thus the above mentioned
situation is impossible.

(h) If (%, y) € Rz, (¢, 2) € Ry, then ce V or ¢ = :. In the first case we
have y; = : [ —, y2 = A, 2, = ::, 22 = /A for a suitable r € R. From the
fact that uy,; = pz, it follows — = :, which is impossible. In the second
case we have y1 = A, o =[—a, 21 =4, z=:a" orz; = :, z, =a’
for suitable re R, a,a’e V. Thus [y = : or [, = &' € V, which is im-
possible. Thus the above mentioned situation is impossible.

() If (z,y)e R;, (¢, 2) € Rs, then the above mentioned situation is
impossible; it can be proved similarly as in the case (h).
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(k) If (2, y) € Ry, (t,2) € R3, then clearly gy = 2z, u = p, v'=¢q..

() If (z,y) € R3, (¢, 2) € Ry, then ce V or ¢ = :. In the first case. we
havey, = : ]y —, y2 = A, 21 = ::, 2 = /1. From the fact that uy, = pz,
it follows — = :, which is impossible. In the second case we have
=4, 2= —a, 2y =4, 2= :a’ or 2y =1, 2, =-.a' for suitable
a,a’ € V. Fiom the fact that y,v = z5q it follows |, = :or Jy =a' €V,
which is impossible. Thus the above mentioned situation cannot
occur. :

(m) If (2,y) € R3, (t,2) € Rs, then ce V or ¢ = —. In the first case
we have y1 = : |y —, o = A, 21 = — —, 2, = .1 for a suitable r € R.
From the fact that uy;-= pz, it follows ], = —, which is impossible. In
the second case we have y; = : ]y, ¥, = @ and simultaneously z, = 4,
2=—a’ or 2 = —, 23 =a' for suitable 7€ R, a,a’ € V. The first
possibility cannot occur as y,v = z;¢ implies — = a € ¥, which is im-
possible; similarly the second possibility cannot occur as uy, = pz
implies ], = —, which is impossible.

Thus the above mentioned situation cannot occur.

(n) If (x, y).€ R4, (t,2) € Ry, then clearly y = 2, u = p, v = ¢.

(0) If (x,y) € R4, (t,2) € Rs, then ce V. It implies y; = ::, y, =1,
2y = — —, 22 = /A. Thus uy, = pz, implies : = —, which is impossible.
Thus the above mentioned situation cannot occur.

(p) If (z,y) € Rs, (t,2) € Rs, then clearly y = 2, u = p, v = gq.

From the above analysis it follows that (z, y) € Ry, (¢, 2) € Ro. and
u,v,p,q€ Vi and uyv = pq imply that either z is a substring of » and y
a substring of g or z is a substring of v and y a substring of poru=mp,

y=zv=q

Proof of (iw). Let E(n) be the following assertion: If (z, y)eRo,
w,ve VEuywe L(Gy), | uyv | = n, then uav € L (Gy). We have |y | =
thus | uyv | = 2.

We prove E(2) Let us have (2,y)e Ry, u,ve V], uyv ef(aq),
| uyv | =2. As |y| = 2, we have u = /4 = v. We have o %, uyv (Gy),
thus o %, y (Go). According to (i) we have (5, y) € Ry. It implies the
existence of an element r = (0, w) € R such that y = [yw]y. As |y | = 2,
‘we have w = A and (0, §) = (0, []r). Now, (z,y) € Ro, | y | = 2 implies
(z,y) € R,. Thus an element »' = (z, w’) € R exists such that y — [,,w’],l,
But [}y = y = [yw'], implies r = r w = /. It follows (z, A) = ¢ =
=r=(0,4) and 2 =¢. Thus ¢ % ¢ (Go) and o =uxv. Tt 1mp11es
uzv € L(Gy).

-Let m > 2 be a natural number Suppose that E(2), . E(m_. 1)
are valid.

Let us have (z,y) e Ro, %, vE V:, uyv E.Z’(Go) | uyv T=m, We ha.ve
.0 % uyv (Gy). Thus an o-derivation 8, 81, ..., 8 of uyv in Gy exists: and
we have ! 2 1. Especially we have s e.‘?(Go), 8117 U (Gy). Thaus
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-suth strings p, g€ V¥, (¢ 2) € Ry exist that s, = pig,. pzq = uyv
Accordmg to (itz) the followmg three cases can occur: _

(a) There exist such strings ¢i, g>e V¥ that u = pzq,, q,qz = q,
‘gz=yv. Then (z,y) e R, ptg1€ VE, ve Vh, playv = plgigs = ply =
= 511 2L(G0), | plvyy | < | pagyw | = | prq | = | uyv | = m according
to (¢). According to E(2) or ... or E(m —1) we have piqiav e L(Gy),
which implies uzv = pzqxv € £ (Go).

_(b) There exist. such strings py; p2e Vi that uy = p1, pip2 =
pzzq = v. We prove uzv € £ (Gy) similarly as in the case (a).

(c) We have u = p, y = 2, v = ¢. Then there exists a natural number 7,
1 £ ¢ £ 5, such that (, y) eRi, t,2)eR;. If 1 =1, then there exist
such elements r, r' € R, w, w’ € V* that r = (z, w) r =@t ),y = [wl,
2= [y w']y,. From y = z it follows that » = #*, which 1mp11es x = t If
i =2 or 3 or 4 or 5, then clearly y = 2 1mphes x =1

"Thus uav = plq = 85—, € L(G). .

We have proved that E(n) holds true forn = 2, 3, ... . Thus, (z, ) € Ry,
u, v e Vi, uyv € £(Go) implies uzv € L(Gy). Therefore (@, y) € Ry implies
y > x(Vo, £(Go)).

Proofof (v). As V is finite and G is a grammar then ¥ is finite, too.

“We have to demonstrate that (Vo, £ (Gy)) is a language with bounded
configurations.

Let P be the set of all (z, y) € Ro w 1th the following property: There
exist such strings «, v € V¥ that o % uaw (Gy). Clearly P = R, and P is
a finite set.

We have z > y(Vo, ZL(Go)) for each (2, y) € Ry. According to (i) we
have y>z (Vy, L (Go)) for each (x,y)e Ry. Thus, z =y (Vo, L(Gv)),
|z | < |y | for each (z,y) € Ry. If (x, y) € P, then 2¥(Vo, £ (Gy)), which
_implies yv(Vo, £(Go)). Thus (x, y) € P implies (v, y) € E(Vo, L(Go)) and
we have P c E(V,, L (Gy)).

- If P= g, then ¢ * wuav(Go) for no u,ve V; and no (z,y) € Ro.

Thus & Gg {0}, Whlch implies .90(6‘-1) = {o} accordmg to (it), and
P =ZLO)nTV}= @ which is a contradiction. Thus P # 7.

We.put » = max {| y |; (=, y)eP} Clearly | y | = 2 for each (z,y)e P,
thus » = 2. Let us have weL(Gy), |w|>n. Thus |w|>2 and
a %, w (Go). According to (¢) there exists a o-derivation &, 8y, ..., 8p of w
in @ with the property p = 1. We have sp_i = w (Go). Thus there exist
such strings u, v € V* and such rule (¢, z) € Ry that sp—, = wlv, uzv = w.
As ¢ %, utv (Gy), we have (¢, 2) € P, thus | 2| < n. We have thus found
such an integer n that for each string weuZ’(Go) with the property
| w| > n there exist such strings ¢, z, u, ve V¥ that w = uzv, (e z) €
€ BE(Vy, ZL(Go)) and | 2| < n.

We have proved that (Vo, Z(Go)) is a language with bounded con-
figurations; thus it is finitely generated.
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4.2, Theorem. Let (U, L) be a language. Then the following two assertions
are equivalent:

(A) (U, L) is a language of the type 0.

(B) There exist such a finitely generated language (Vo, Lo), such a finite
set V and such a set W that (U, L) s the intersection of the trace of (Vo, L)
in the set V* with the full language (W, W*).

Proof. Let (A) be satisfied. If L = @, then (U, @) is a finitely gener-
ated language in a trivial way; we put Vo=V =W =U, Lo= &.
Then (Vo, Lo) = (U, @) is finitely generated, (V, @) = (U, &) is the
trace of (Vy, Lo) in V* and (U, @) is the intersection of (V, @) =
= (U, @) with (W, W*) = (U, U¥*).

We can suppose L # & . According to 1.15 there exists such a grammar
H = (V, U, {o}, R) having the standard form that o # L = Z(H).
We put &, = (V, {0}, B> and we define Gy = (Vo, {0}, Ro) according
to 4.1. Then (V,, £ (G))) is a finitely generated language and (V, £ (G))
is the trace of (Vy, £ (Go)) in V* according to 4.1 (v) and (i7). Clearly,
ZL(H) =L (Gh) n U*, thus (U, LH)) = (Vn U, L(G) n U*) is the
intersection of (V, £(G)) with the full language (U, U*).

We have proved that (A) implies (B).

Let (B) be satisfied. Then (¥, Lo) is a language of the type 0 according
to 3.9, the trace (V, L;) of (Vy, Lo) in the set V* is a language of the
type 0 according to 2.5 and the intersection (U, L) of (V, L;) with the
full language (W, W*) is a language of the type 0 according to 1.19.

We have proved that (B) implies (A).
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