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Summary. 1f is shown that in linear regression models we do not make a great mistake if we
substitute some sufficiently precise approximations for the unknown covariance matrix and
covariance vector in the expressions for computation of the best linear unbiased estimator and
predictor.
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1. INTRODUCTION

The theory of linear estimators and predictors in linear regression models belongs
to the classical methods of mathematical statistics. The best linear unbiased estimator
BLUE of an unknown mean value, as well as the best linear unbiased predictor
BLUP of an unknown random variable generally depend on the covariance matrix
of the observed random vector and on the vector of covariances between the observed
vector and the predicted random variable.

We will show that the BLUE and the BLUP do not change too much if we use
some sufficiently precise approximations of the generally unknown real covariance
matrix and of the vector of covariances in the expressions according to which they
are to be computed. This property of the BLUE and the BLUP is called robustness.

2. ROBUSTNESS OF THE BLUE

Let us assume that the observed random n x 1 vector X follows the linear regres-
sion model

X=F8 +¢,
where E[¢] = 0, E[e¢'] = X, X is regular, F is an n x k known matrix of the full
rank. Let m* = FB* = F(FX"'F)"! FX~'X = P*X be the BLUE of an unknown
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mean value m = FB of X. It is shown in [4] that m* minimizes the mean square
integrated error MISE in the class of linear unbiased estimators of m in any (repro-
ducing kernel) Hilbert space H(S). The MISE of m* is defined by

MISE; [m*] = E[|m* — m|2s],

where H(S) is the usual E" with the inner product {a, b)Y, = > a;b;(S™");; and
n i,j=1

thus [la]|fs, = Y. aa;(S™");; = <a, @)y, for any a € E" and any positive definite

Li=1

n x n symmetric matrix S.
Next, it is shown in [4] that for any linear unbiased estimator m™ = P~ X of m
we have

EZ[“""~ - m”lzl(S)] =tr (PNEPWSﬂ) 5

where tr denotes the trace of a matrix.
Now let m* be the BLUE of m and let £ be some approximation (estimate) of the
generally unknown actual covariance matrix X. Let us denote by

m~ =P X = F(FZ'F) ' FZ'X

the estimator of m based on ' (we assume that £'is a regular n x n matrix).
Then we can write

[Ex{[m™ — m[7s)] — Ex[[[m* — m|5s)]| =

< Jtr (PEIP'S™Y) — tr (P*EP¥'S™Y)| <

= |P7EP~ — P*XP¥| . |$7!| =

~ (P~ = P)X(P~ — Py & PHE(P — P¥) 4
+(P™ = P¥)ZP¥| . [s71]
< [Pm =P (|P7 = Px[ + 2|P*]) . 2] . |s7*],

IIA

where we have used the facts that tr (AB’) = (A, B) is an inner product in the
(Hilbert) space of n x n matrices and ||A||> = tr (AA’) = ¥ A7, is the square of
=1

iyl
the (Euclidean) norm of a matrix A, for which the inequality |AB|| < |A] . |B|
holds for any matrices A and B.

We will show now that [P~ — P*|| is smallif |¥ — Z| is small and hence, according
to the above derived inequality, the MISEy[m~] does not differ too much from the
MISE;[m*] of the best linear unbiased estimator m* of m. Thus, from the point
of MISE, the actual unknown covariance matrix X can be repleaced by its good
approximation £ when computing a good estimator of m.

A basis for deriving this result is the following lemma, the proof of which is given

in [3].
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Lemma 2.1. Let F be an n x k matrix with rank (F) =kand let A2 =% - %,
where X and & are regular matrices. Then we have

(FX'F)y"' = (FE7'F)~ +
+ (FET'F)" FE71AX(1 + P;AX)™ ' E7'F(FE'F) !
if |A4Z| is sufficiently small. Here Py = £~' — E~'F(FZ~'F)~' FFE~1.
Proof. It follows directly from the proof of Theorem 2.1 in [3].
Corollary 1. Let P* = F(FX 'F)"* FX™! and P~ = F(FZ 'F)"* FZ~'. Then
P* = P~ — P~AXX™ ' + P AX(l + P;4X) ' P™'Z 1.
Proof. From Lemma 2.1 we immediately get the equality
P* = F(FS™'F"'YF'X~' + P AX(I + P;4%)"' P~'37" .
The proof is completed by using the equality
It=5"0 - FiArrt.

Now it will not be difficult to prove the following theorem.

Theorem 2.1. For any positive definite symmetric matrices S and X we have

Jlim (B ]m™ — ml] ~ El]m* — mli ] = 0.

Proof. Using Corollary 1 and the basic properties of a norm we can write the
inequality '
[P~ = Pl = ([P + [P (0 + Pax)~") . 277 . |2 - 2]

and, as follows from the inequality derived before Lemma 2.1, the theorem will be
proved by showing that

lim |[(I + P;42)7"| < .

faz|| -0

However since |A| < n. |A], and |A[, < |A||, where |A], denotes the operator
norm of an n X n matrix A defined by

|A]lo = inf {c: |Ax| < c||x| for all x<E"}
see [6], we can write the inequality
[(1+ P74Z)~"|| < n||(1 + P;42)7* ], .
Using ||4Z], < ||42]| and Theorem 8.7.3 in [6], we get the inequality
lim ||[(I + P;4Z)™'| < n

4510

and the theorem is proved.
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Corollary 2. Let m~ = P~ X and m* = P*X. Then we have

lim Efflm* — m~[}] =0.

[E-£]|=0
Proof. Since
Ex[[[m* — m~[§s,] = E[[[(P* — P7) X[z, =
=tr((P* — P7)X(P¥ — P)S71) < [P* — P~ [s7'] .| Z],

the proof follows from the proof of Theorem 2.1.

3. ROBUSTNESS OF THE BLUP

Let us formulate now the problem of a linear prediction in a linear regression
model. Let X be an n x 1 observed vector with possible mean values

m = E,[X] = Fp, BpeEr,

where F is a given n x k matrix rank (F) = k, and let ¥ be the regular covariance
matrix of the vector X. Next, let U be a random variable with mean values

EJU] =fB. BeE*
where f is a known k x 1 vector, and let r denotes the vector of covariances between
the random variable U and the random variables X;:i = 1, ..., n — components
of the vector X.
Then it is well known that the random variable U* given by
U* = fg* + rx~'(X — Fp*),
where
p* = (FX'F)"'Fr'X,
is the best linear unbiased predictor of U based on X.
This means that

E;LJU*] = E,[U] forevery BeE* and
Epn[U* — UJ* < Epp[0 - UJ?
for all B, X and for any linear unbiased predictor U of U.

We will show now that the predictor U* is robust with respect to small changes
of the covariance vector r and the covariance matrix X. More precisely, let X and r
be the true values of the covariance matrix and the covariance vector and let £ and r~
be their approximations, then we will show that

lim E;[JU - U*]* =0,

I[4r]|=0.]}4%} -0

N

where s
UO=fB+r'Z'(X—Ff), B=(FE'F)'FE'X,
¥ and £ are regular, ¥ — £ = AYand r — r~ = 4r.
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We can write
U* = (f, p*)p + (27'r, MX). and
O =(fBp+ (E'r", M™X),

where (+, *)g. = (*, *) is the usual inner product in E",

M =I1—FFX'F)'FX'=I-P* and
M~ =1 - FFS'F) 'FE 1 =1—P~.

Next, we have
E U — U] = EJ[(fF B — p*) + M2 'r — M 271+~ X)]? =
= EE[(f,ﬁ — B*) + ((M’X"1 - M5 Y Y+ X r, X)? =
= Ez[(f,ﬁ - B*) + ((E"M — f"’M~) r~ + X7 IMdr, X)]* =
=E[(f,f — p*) + (7' [(M — ZZ7'M ) r~ + Mdr], X)]* =
= E[(Z7'(ZEPT = PO F. X) +

+ (7'M = ZETIMY) rT + M4Ar], X)),
where
P, =(FX 'F)"*F and Py =(FZ'F)"'F.
Let {*, *>py) be the inner product in E" defined in part 2. Then we can write
E[0 — U*]* = |(ZZ7'P7" = P) fllhs) +
+ (M = ZE7 M) ™ 4 MAr|f s +
+ 2K(ZETPT = P, (M = 257 M) 1Y o+ MArY s,
Using the expression 2 = & + AX we get
E;[0 — U*]* = |(P} — PT" — AZE7'PY) sy +
+ (M = M — AZE7 M) ™+ MAr|G s, —
— (P} — PY" — AXE'PTf,
(M — M~ — AZE7'M™)r™ + MAry ., .
Now, the inequality
[lall* + 6] = 2¢a, bY| < (la] + [B])*.
which holds for any elements a, b of any Hilbert space, implies
(B[O — U*]")'"* < (P = PT" — 4Z37'PT) f ey +
+ [(M = M~ — AZETM) FY + MAr| ;) <
=< ”(Pi - Py) f”nm + ”AZS_]PINTKIHX) +
+ [(P* = P~ [y + [AZETIMTPT [ + [ M|y,
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Since
|AB ], < |27 |A] []

for any vector he E" and any n x n matrix A, we can see that all members, except
the first, on the right hand side of the above inequality for the mean square error
of prediction, converge to zero if |4X] — 0, | 4r| — 0 (see also Theorem 2.1).

For the first term we get from Lemma 2.1 the equality

P, — Py = P AX(l + P;AX) 1 £ P},
from which it can be seen, as follows from the proof of Theorem 2.1, that

lim [Py —Py’|| =0 andthus lim [|(P{ — PY')f|us =0.
z[~0

f14x]1=0 4

We can formulate these results as a theorem.

Theorem 3.1. If X and £ are regular matrices, then

lim  EJU - U*]*=0.

[[4ri[=0,]|42]| >0

Proof. It was done before the statement of the theorem.
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Suhrn

ROBUSTNOST NAJLEPSIEHO LINEARNEHO ODHADU A PREDIKTORA
V LINEARNYCH REGRESNYCH MODELOCH

FRANTISEK STULAJTER

V ¢&lanku je dokazané, Ze v linearnom regresnom modeli sa nedopustime velkej chyby, ak
neznamu kovarianéni maticu a neznamy kovarian¢ny vektor nahradime pri vypo&te optimalneho
linearneho odhadu a prediktora ich dostatoCne presnymi aproximaciami.
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