Aplikace matematiky

Anatolij Dvurecenskij
Joint distribution of the busy and idle periods of a discrete modified GI/G1/c/oo

queue
Aplikace matematiky, Vol. 33 (1988), No. 1, 68-76

Persistent URL: http://dml.cz/dmlcz/104287

Terms of use:

© Institute of Mathematics AS CR, 1988

Institute of Mathematics of the Czech Academy of Sciences provides access to digitized documents
strictly for personal use. Each copy of any part of this document must contain these Terms of use.

This document has been digitized, optimized for electronic delivery and
stamped with digital signature within the project DML-CZ: The Czech Digital
Mathematics Library http://dml.cz



http://dml.cz/dmlcz/104287
http://dml.cz

33 (1988) APLIKACE MATEMATIKY No. 1, 68—76

JOINT DISTRIBUTION OF THE BUSY AND IDLE PERIODS
OF A DISCRETE MODIFIED GI/GI/c/oo QUEUE

ANATOLI) DVURECENSKIJ

(Received December 28, 1986)

Summary. For a discrete modified GI/GI/c/0 queue, 1 < ¢ < o, where the service times of
all customers served during any busy period are independent random variables with not neces-
sarily identical distribution functions, the joint distribution of the busy period, the subsequent
idle period and the number of customers served during the busy period is derived. The formulae
presented are in a convenient form for practical use.

The paper is a continuation of [5], where the M/GI/c/x discrete modified queue has been
studied.

Keywords: Modified GI/GI/c/o0 queue, busy period, idle period, number of customers, joint
distribution.
AMS Classification: 60K25

0. INTRODUCTION

During the last few years the use of discrete queueing systems with finitely or
infinitely many servers in practice has been increasing. The discrete systems are used
as mathematical models of, for example, mass servicing machines, electronic ma-
chines, transport problems, automated filmless blob-length measurements in track
chambers in high-energy physics [3], particle counters [4], etc.

Borovkov [1, 2] studied some limit properties of queues with finitely and infinitely
many servers.

For a modified queue we suppose that the service times of all customers served
during any busy period are independent random variables with not necessarily
identical distribution functions. The modified M/GI/1 queue has been investigated
by Yeo [11] and Welch [10], modified GI/M/1 and GI|GI/1 queues by Pakes [7, 8]
and GI/M/1 by Shanthikumar [9]. The modified GI/GI/oo queue has been studied
in [4] in terms of the particle counter language.

The joint distribution of the busy and idle periods for the GI/M[1 queue has been
derived by Kalashnikov [6]. For the discrete modified M/GI/c/co queue the distribu-
tion of the busy period has been obtained by the author in [5], the independence of
the busy period on the subsequent idle one being used for the purpose.
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In the present note we derive the joint distribution of the busy period, idle period
and the number of customers served during the busy period for the discrete modified
queue GI/GI/[c|/o, for any 1 < ¢ < oo, supposing the FIFO discipline. The method
used is different from that in [5]. In more detail, the case of the GI/GI/1]/co queue
is treated. The formulae presented are applied to a discrete modified GI/GI [0
queue. The expressions are convenient for practical use, and the computational
process can be easily programmed for a computer. Some remarks on computing
and on particular cases of queues will be given in Part 3.

1. DISCRETE MODIFIED GI/GI/c/o

We suppose that the queueing system with ¢ serves, 1 < ¢ < oo, is idle before the
service process, and the customers arrive at the queue at moments 0 = 7, < 1, < ...

. < 0. Let Xy, k = 1, be the service time of the kth customer in the busy period,
and let T,, k = 1, be the interarrival time between the arrivals of the k-th and (k + 1)st
customers. The busy period, B¢, is the time period until the system becomes empty
for the first time. The idle period, I¢, is the time period beginning with the termination
of the busy period and terminating with a new arrival. The sum, C° = B° + I,
of the busy period and the subsequent idle period is called a cycle. Denote by v¢ the
number of customers served during the busy period. For the modified queue we
suppose that any busy period is produced by the sequence of the service times,
{X\}i~1, and by the interarrival times, {T;}i,. {X,], are assumed to be in-
dependent positive discrete random variables with the distribution laws

(1.1) h(n)=P(X,)=nh, nz1, kz1,

where Y h(n) = 1, k = 1. The sequence {X,}, is independent of the sequence
n=1

{T}2, where T;, k = 1, are assumed to be positive discrete random variables with
the same step h > 0 and with the distribution laws

(1.2) fln) =P(T, =nh), nz1, k=1,

where Y fi(n) = 1, k =2 1. Any busy period is resumed with the initial conditions
n=1

independent of the previous busy periods. This discrete modified queue will be denoted
by %° = (f1, far -3 hy, hay 20).

For a given queue %° = (f,f,...; hy, hy, ...) it is convenient to consider a se-
quence of discrete queues, {%¢} i, where 95 = (fi, fis 1> --+5 Pas Bysy, --.). Suppose
that the first busy period of any queue % is produced by sequences {X}' ; and
(T2, where Xi = X;4,—1, Tk = Tyyn-1, For %; we define the corresponding

busy period, Bj, the idle period, I, the cycle, C;, and the number of customers, vg,
respectively. For simplicity we put h = 1.
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Our main aim is to determine the joint distribution, W,ﬁ(n, m, p) = P(B,: =nIj=m
Vi = p), n,m, p 2 1, of the busy period, the idle one, and the number of customers
served during the busy period of the discrete modified queue ¥¢ = (f,, fiyq, -
hyy By gy .-2)s 1 £ ¢ < oo, for any k = 1.

Let n,m,p = 1 be given integers. For any i, 1 < i<nAc¢ (here XAY:

= min (x, y)), let integers t;,...,¢; = 1 with 1, + ... + #; < n be given. Put

Il

Ji=n, Jy=J, —ty,..,Ji=Ji-{ —ti.,
and, for any 1 £j, £ J,,...,1 £ j; £ J;, define recursively
ay =ji, Gy =max(a; — 1, j,) for 1=s<i.

To any t; assign t} by
e [Jitm it 4=1J=a,
"7 |t; otherwise .

Let us introduce functions A,ﬁ(n, m, p; jistys oo jinty), for t + .. t; <, 1
Sjs = J, wherel < s < i, by

I\

(13) A;(I’l, m, p; jlstls . »]nt) = P(Bk =n, Ik =m, vl\ = plXI _Jl >
T =ty, ..., X} = j, Tf = 17).
Then we have
(1.4) Wi(n, m, p) = Z Z h(jy) £iltY) Af(n, m, ps iy, ty)
Jji=1t=1

It is clear that

. . . 1 if p=i, t,fk=J,-+m,
L. : A
( 5) Ak(ns m, p;Jji tla s Jis t!) \0 if (p___': i, t:k — J¢+ n’l) or
(p<i) or (p>n) or (p=itf=t).
Iftf <J;,+ mandi <n A c then

Jis1 aj+y

(16) Ali("9 m, p;jlatl""yjht') Z Z hk+;(./1+l)fk+t(l+1)

Jiv1=1tiy1=1

A;(n, m, p; it divts ’i+1) .
Hence
(1.7) Ai(l,m, 1;1,1) =1,

Wi(l, m, 1) = h(1) fi(1 + m).

To know Wi(n, m, p) it is sufficient to calculate (1.3) for all n, m, p and, therefore,
in the sequel we shall concentrate ourselves to the study of the interrelations of Aj.
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Let n = 2 and suppose that we know all Af(ny, my, p; ji, ty, ..., j,, t,) for any
1 < n; <n,v=iA ng. Then the process of the evaluation of A; will be algo-
rithmically divided into eight steps.

First we put t, = 0 and define 0, = t, + ... + t,_, forany 1 < s < i. We shall
suppose that i < p £ n.

(I) Existence of ‘“‘gaps™: There is an integer u, 1 < u such that

max (0, + j,) < 0,+;. Then

15s=2u

(18) Az(’h m, p; jlw th---,j,', tl)zo

IIA

In the following let there be no “gaps”.
(1) Existence of “‘busy periods stuck together™: There is an integer u, 1
such that max (0, + j,) = 0,, . Then

1sssu

IIA
S
lIA

. ) Weeuln = 0,0y, myp —u) if u =i
l. Ac . t 1) = / k+u u+1»s > >
( 9) ,‘()1, m, p; Ji Ly s Jis ,) \Ac (n _ 9,,+1, m,p — u;ju+1,

k+u
yvts oo t;) 0 u <i.

Now, let there be no “busy periods stuck together”.
(T11) Existence of ““quasi-busy periods”: There are two integers u and v, | <
< v =i, such that §, + j, = 0,,. Then

IA
S
IIA

(1.10) Af(ny m, psji by oo i) =+ tayjastay oo jnty) if u=1,
AE+1(”’ m,p — 1’ jl» tl: ""ju~2’
tu—Z’ju—l’ tu—l + twjuw‘—l’ tu+1’ ”"jiv ti)

if u=2.

<Af+l(”7 m,p — 1’ j2 + tl’ tl +

In the following let there be no “quasi-busy periods”; hence, let j, > t, + ... + ¢;
forany 1 < s < i

(IV) Possibility of “rearrangement”: There are two integers u and v with 1 < u <
< v < isuchthat 0, + j, < 0, + j,. Then
(111 Af(n, my psjys tys s 1) = A0, 00, D3 s tys ey Jum 1 tum 15 o +

+ 01: - Ou’ tuaju+1’ Tut 15 ""jr:—h rv‘l’ju + 0u - Ow tv’ju+1’ fovts "‘9ji’ ti) .

Now, let there be no possibility of “‘rearrangement”.

(V) Existence of “‘big step™: There is 1, = 2 for some g, 1 < g < i. Let q be the
minimal integer with this property. Then
(1.12) Af(n, m, s ji by eesjin ;) =

= Ai(n - la m, pall - 17 tl’ "’7jq—1 -1 s

tamtodg = 1ty = L jasts L ts oo fin 1)
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In the following let there be no “big steps”.

(V) Let 1=i<n<c (1 £p=n, n=2). Using the simple probabilistic
argument concerning the independence of successive cycles we have, for 1 < j <
<n—1,1<t<],

(1.13) Ai(n, m, p; j, t) - <[i—tizyz

r=1

Bi(n,m, p,r;j, 1) if p=2,

where  Bi(n,m, p,r;j, 1) =P(C;, + ...+ C; _ <j—1t, Co\,+...+Ci_, +
c

+ B, =n—t,v; +...+vi =p—1),and u; =k + Ly = py + Vo, o0 ttp =

> Yy
= pt,—y + v _,. Here [x] denotes the integer part of a real x. Therefore,
(1.14) Bi(n,m, p,r;j, t) = Y Wi(ny, my, py) ... We(n,, m,, p,),

where s, =k + 1,5, =s; + p,...,S, = S,_; + p,—, and the summation is taken
over the integers ny, My, Py, eccs By, M, Ppq = L, 20 —j,m =m, p, 21
with ny + m;y +...+n,+m=n+m-—tand py+...+p,=p— 1

If j = n, similarly as for 1 < j < n — | we can obtain

1 if t=n, p=1,
0 ifeither t<n, p=1 or t=n, p=*1,
¢ . _)n—t+1y/2
(115) Ak(n’ " p’ " t) B Z Bl‘(‘(ni m, p, r;j7 t) lf ‘p :': 17
r=1

1gt<n—-1,

where

(1.16) Bi(n, m, p,r;n, t) = Y Ws(ny, my, py) ... Wi(n,, m,, p,);

here s; =k + 1, s, =s; + py, .., S, = S,—1 + p,—;, and the summation runs
over the integers ny, My, Py, ..oy Ny 1y Myp_q, Ppeys Ny P = 1, m, = m with ny +

+m +...+n+m=n+m-—tandp, +...+p,=p— 1.
(VII) Let 2 < i < n = c. Denote by s, an arbitrary integer, 1 < s, < i, such that
O, + jso = 0, + js for 1 £ s < i. Then

(117) Ali(n’ m, P;jp tl’ "'ﬂjh ti) = A;+i—1(ns m,p — i + ]1 Osu + jsm Gi+l) =
= Al‘c‘+i—1(n - 0i+1 + 1, m,p — i+ la eso +jso - 0i+1 + 1’ 1)
It remains to deal with thecase 1 £ i £ ¢ < n. Due to (1.6) and the above seven
steps, it is sufficient to examine the case 2 < i=c<n with t; = ... =t =1

provided there are no “gaps”, no “busy periods stuck together”, no ‘“‘quasi-busy
periods” and no possibility of “rearrangement”. In other words, let:

(VIII) j, 2 j,+12js+2=2...2j,+c—1,j,=22and t;=... =1t = L
Since in this case the (¢ + 1)st customer finds all servers busy, using the direct
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probabilistic argument we can show that

/0 if jo=n—-c+ 1,

Ndfq(n=1L,mp—1;j, — L1,..
vende+J—1L1t) if jo<n—c+ 1.

(1.18) Ai(nymy p;j, 1, e, 1) =

Combining all the above eight steps we may obtain all possible cases of A,ﬁ(n, m, p;
Jists eoorJis t,-) foranyn,m,p = 1,1 <i < n A ¢, and this proves the main result:

Theorem 1. The joint distribution of the busy period, the idle period and the
number customers served during the busy period of the discrete modified multi-
server queue 95 = (fis fus1s -+ Mo w1, --.)s k 2 1, 1 £ ¢ < o0, is given by (1.4),
where (1.3) is determined from (1.5) through (1.18) following the algorithmical
steps from (I) to (VIII).

2. DISCRETE MODIFIED GI/GI/1/coc AND GI/GI/oo QUEUES

In the present section we apply the results of the previous section to the particular
cases of GI/GI[1[co and GI|/GI|oo queues.

First we study the one-server queue. According to the above we must calculate
Ag(n,m, p; j,t)=P(By =n, Iy =m, v = p|X} =j, Tf = t*) forany 1 <t <
<j=<n,mp=1, where
w_ont+m if t=n=j,

t* = .
! otherwise .

Therefore, a more detailed analysis gives

(2.0) Wi(n, m, p) =.nz S

j=11t=

lhk(j)fk(t*) Ai(n,m, p;j, 1),

1 a1V t=n=j, p=1,
(2.1) Ak(n’m’p’J’I)_\O if p>n or (p=1,1<j<n—-1n22)

or (p22,t=n=j)),
(2.2) A(Lm 1;1,1) =1,
Wi(1, m, 1) = h(1) fi(1 + m).
Now,let2 < p=<n,1=<j=<n—1. Then

-1

(2.3) Ai(n,m, p;j, 1) = Y Bi(n, m, r5j, 1),
r=1

where Bj(n,m, p,r;j,t)=P(Ch + ...+ Cy =m+n—t, Cy + ...+ C, _ +
1

+B, <n—1t B, +..+B,=n—j vy +..+v,=p—1) and p, =

= H1
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=k+ 1,4 =p + Voo by =y + v, _,. Therefore

(24) BIE(”’ m, p, r;j’ t) = ZVVsll(nls my, pl) Wclr(nr’ m., pr) 5

where sy =k + 1, s, =58 + py,..., S, = S,—1 + p,—,. Here the summation is
taken over all integers ny, my, py, ..., Mp_ 1, Pp—1> Ny Pr = 1, m, = m with n; + ...
.+, =n—-—j,m+...+m=m+j—-t, p,+...+p =p—1L

This proves the following theorem:

Theorem 2. The joint distribution of the busy and idle periods and the number
of customers served during the busy period of the discrete modified queue GI|GI|[1]/o0
Gy = (fis fusts -3 Mo s, -2y k = 1, is given by (2.0) where A; is calculated
from (2.1) through (2.4).

Let us now have a discrete modified GI/GI/oo queue. Define Wi (n, m, p) as the
joint distribution of the busy period By, the idle period I;?, the cycle Cy°, the number
of customers v;” served during the busy period of the discrete modified queueing
system with infinitely any servers %y = (fi, fis 1> -3 M Pis 15 ---)» k = 1. Then

(2.5) We(n, m, p) = Wi(n,m,p), n,m,p,k=1. *

noj
Here Wi(n,m, p) =Y. ¥ h(j) fi(t*) Ai(n, m, p; j, t), and to calculate Aj(n, m, p;
j=1t=1
J» 1) we use only the first six steps of the algorithm of the previous section.

Remark. The joint distribution of the cycle and the number of customers served
during the busy period, Pi(i, p) = P(Cf = i, vi = p), i = 2, p = 1, of the discrete
modified queue %; = (fio fys1s -5 Mo Miso--)s k= 1, for any ¢ =1,2,..., o0,
is given by
(2.6) Wi, p) = .W,i(n, m, p).

n+m=i
nm=1

3. CONCLUSION

We see that the actual computation of the joint distribution Wi(n, m, p) is relatively
simple when we have either only few servers (for example, if ¢ = 1, 2, 3, ...; we note
that even in this case the joint distribution was unknown) or infinitely many servers.
In other cases the result of Theorem 1 may be simply programmed for a computer
if we wish to obtain either numerical results or analytical expressions.

Here we note only that the following simplifications hold. If 1 £ i £ n < ¢ < o,
then :

(3.1) AS(nymy psjigs tys o i ) = AT (0, M, Py sty e i 1)
(3.2) Wi(n, m, p) = W' (n, m, p) = W(n, m, p),

and they enable us to simplify the computation for a queue with a large number of
servers available.
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If h,(j) (k = 1) are non-zero only for few integers j, then the calculation is again
simple. In fact, it suffices to evaluate, for example, only a few values of W,i(n, m, p)
(that is, only Wi(n, m, p) with h,(j) > 0). Analogously we proceed for the other
quantities Af(n, m, p; jy, ty, ...y jis 1;)-

We say that the discrete modified queue 9¢ = (fy, f5, ...; hy, hy, ...) is of order |
if hy="h,,y=....1If I =1, then we obtain the usual non-modified queue. If %
is of order at least three, then A; and Wj do not depend on the superscript k. More-
over, in this case we may simply determine the joint distribution of the busy and idle
periods without knowing v{ (the procedure is analogous to that described in the first
section).

If I > 1, then the computation of Wy, for the queues %, with 1 £ k < 1,1 < ¢ £ o0,
may be organized so that first of all we calculate all the necessary expressions for
k = 1, then we continue for k = [ — 1, etc, for k = 1.
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Suhrn

ZDRUZENE ROZDELENIE PERIODY OBSADENOSTI A PRESTOJA
DISKRETNEHO MODIFIKOVANEHO SYSTEMU GI/GI/c/®

ANATOLI DVURECENSKIJ

Pre diskrétny modifikovany systém hromadnej obsluhy GI/GI/c/©, 1 < ¢ < o, kde doby
obsluh zédkaznikov obslizenych v kazdej peridde obsadenosti st nezdvislé nahodné veli¢iny s nie
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nutne identickymi funkciami rozdelenia, uréi sa zdruzené rozdelenie peri6dy obsadenosti, prestoja
a poc¢tu zdkaznikov, obsliZenych za periédu obsadenosti. PredloZené formuly st v tvare vhodnom

pre praktické pouZitie.
Prica je pokraovanim prispevku [5], kde sa Studoval diskrétny modifikovany systém

M/GIjc|.

Pe3rmome

COBMECTHOE PACIIPEJEJIEHUE INTEPOOOB 3AHSATOCTU U NPOCTOS
JUCKPETHOM MOJAUPULIMPOBAHHON CUCTEMBI MACCOBOI'O
OBCJIYXKUBAHUS GI/Gl/c/wo

ANATOLI) DVURECENSKIJ

JInst auckpeTHO MOoAMGHUMPOBAHHON CHCTEMbl MaccoBoro obciyxusanust tuna GI/Gl/c/oo,
1 = ¢ < o0, rae BpeMeHa 00C/y)KUBAHUS BCEX 3aKA3YMKOB B KaXK/IOM IEPHOME 3aHATOCTH — He3a-
BUCHMblE CIIyYalHbIe BEJIMYHMHBI C HEOOS3aTENbHO HACHTHYHBLIMU (QYHKLMSMHU pPacIpeesieHus.,
BBIBOJUTCSI COBMECTHOE pacipe/iesieHie IePUOIOB 3aHATOCTH M TPOCTOsL M YHUCIA 3aKa3YMKOB,
06CITyXKEHHBIX 3a IEPHOA 3aHATOCTH. DOPMYJIbI NPEAJIOKEHDI B BUAE, YI0OHOM /I ipaKTHYECKOT O

TIOJTb30BaHUSL.
Pa6ora siBsieTcst IPOOIDKEHMEM Pe3yNbTATOB paboTsl [5], rae usyyanacs cucrema M/Gl/c[oo.
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