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ON THE POSSIBILITY OF CALCULATION OF ZERO POINTS
OF SOLUTIONS OF DIFFERENTIAL EQUATIONS
OF THE SECOND ORDER

VIKTOR PIRC

(Received May S, 1976)

This paper deals with possibilities of calculating zero points of the differential
equations

0] Y+ f(x) g (¥) = p(x)
) Y + F(x)g(Y) = p' (x).

The solutions of these equations may be expressed as

@) ww=y@a+fuou—x»+j%mo—m%um—
~f&—ﬁmMMMm

and

) Yw=nm+wmu—w+fbm—mmm—

_ J (x — 1) F(1) o[ Y(1)] dt,

respectively. Comparison theorems for y(x) and Y(x) can be used for approximate
calculation of zero points of y(x).

We shall assume that f(x), F(x) and p'(x) are continuous on I, = {a; by where
—o < a<b< +o and that g(y) is continuous on I, = (A4; B) where —o0 <
< A < B < + o0; the intervals mentioned are such that Vx € (x,; b) : y(x) € {4; B).

We shall further assume that the solutions of (1) and (2) exist and are unique
on {x,; b) for some x, € 1,.
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Theorem 1. Suppose that y(x) is a solution of (1) and Y(x) a solution of (2)
¥(x0) = Y(xo), ¥'(x0) = Y'(xo), and that

) F(xg) 220 dg(y)

(6) [F(x) =
()

<0Vyel,,

J(x)] g(y) >0 V(x, y)e R = Lx1,,
f(x) 0, F(x)+0Vxel,.
Then Vx € (xo; b) : y(x) > Y(x) A y'(x) > Y'(x) A y'(x) > Y'(x)
Proof. Let h(x) = y(x) — Y(x). By hypothesis

h'(xe) = F(xo) g[ Y(x0)] — f(xo) g[¥(x0)] > 0.

Thus there exists a right neighborhood 0,, of x, such that Vx € 0,, : h(x) > 0. The

proof now will be indirect: Suppose that 3% € (xo; b) : h(X) = 0 but Vx € (xo; X)
: h(x) > 0. Using (3) and (4), we obtain

0 = h(xo) + h'(x0) (x — xo) + J'x (x = ) {F(t) g[Y(1)] — f(1) g[¥(1)]} dt.

By hypothesis the right hand side of this equation is positive which yields a con-

tradiction. This means that there exists no X e (xo; b) with the above property and
therefore Vx € (xo; b) : h(x) > 0. By hypothesis

F(x) g[Y(x)] = J(x) g[¥(x)] > 0 if y(x) > ¥(x),
Vx € (xo; b) 1 ¥(x) > Y'(x) A y'(x) > Y'(x).
Corollary. Let min f(x) = m, max f(x) = M. Let y,(x) and yy(x) bethe solutions
of (1) for f(x) = m>and f(x) <M> respectively. If Vy el,: g(y) < 0 A yn(x,) <
iifj((;))i y(x0) A ¥alx0) £ V(o) = (o) then Vx € (xo; b : yo(x) < ()

<
If Vyel,:g(y) >0 A yu(x0) < ¥(x0) = yml(x0) A yul(Xo) = ¥'(x0) =
< Yilxo) then Vx € (xo; b) : yu(x) < ¥(x) < yu(x)

Let u(x) be the solution of (1) with the initial conditions u(x,) = ug > y(x,)
u'(xo) = y'(x,); then the following theorem holds

Theorem 2. If V(x, y)e R =1, x I,: f(x)dg(y)[dy < Othen ¥x e {xq; b) : y(x)
< u(x).

Proof. Owing to (3) and to the initial conditions, y(x) — u(x) = y(x,) — u(xo) +
+ o (x

— 0 {g[u()] — g[x(®)]} f(2) dz.
Since u(x,) > y(x,) there exists a right neighborhood 0, of x, such that ¥x €0,
y(x) < u(x). Let Xe{xo; by be a point such that y(x) = u(X) A Vx e (xo; x)
309 + u().
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Then

0 = y(xo) — u(xg) + j (5 - 1) 10) {oLu(®] — a0} e

and the right hand side of this equation is always negative owing to the assumptions
made; this again yields a contradiction and thus proves that Vx e {(x,; b) : y(x) <
< u(x).

If yg(x) is a solution of (1) for f(x) = f(&) satisfying the conditions y,(¢) = 0,
y'(x0) = yixo) and y(x) is as stated in Theorem 1, then we have

Theorem 3. Suppose that the functions f(x), g(v) satisfy the hypotheses of Theo-
rem 1; suppose moreover that

[ye(x0) = ¥(x0)] f’(xo)gz—(;) <0 for y =y, and that Vxe {(xq; &) : f'(x) % 0.

Then Vx € (xo; &) : [¥(x0) — ye(x0)] [¥(x) — ye(x)] > 0.

Proof. We shall show that the theorem holds if Vxe {(xq;b): f(x) >0 A
A f'(x0) > 0, ye(xo) > ¥(x,) and g(y) is negative and decreasing. Let Y(x) be a solu-
tion of (2) for F(x) = f(£) satisfying the conditions Y(x,) = y(xo), Y'(xo) = y'(xo)-
By Theorem 1 Vx € (x; &) : y(x) < Y(x) and therefore by Theorem 2 Vx € (x,; &) :
:yd(x) > Y(x) > y(x). In the other cases the proof is analogous.

The results obtained so far may be used for approximate calculation of zero points
of solutions of (1).

Example. Calculate the zero point X of the solution y(x) of the equation
(8) V' +e (1 —y)=0

with the initial conditions y(0) = 1, y'(0) = —1.
The auxiliary equation will be

) Y+ KXl - Y) =0
and

(10) Yi(x) = 0-5K; (e%% — Xy 4 1

is its solution under the initial conditions Y(0) = 1, Y'(0) = — 1. If x,,, is a zero
of (10) then

(1) xen = K7 In (K, + (KT + 1))

or

\ o dy
(12) Xit1 = '[0 \/(1 n K,-z(y — 1)2) .
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To obtain an estimate of the interval (a,; b,) = {x¢; b) containing X we can use
Theorem 1. As f(x) =e > <M =1 for x >0, yy(x) =05 —e) + 1 is
the solution of (9) for K; = 1. For the zero point x,, of y,(x) we have x, > 0-87.
Furthermore, f(x) = e™>* > 0 for every x € {0; ©). y,(x) = 1 — x is a solution
of (9) for K; = 0 and x,, = 1 is its zero point. Therefore X € (0-87; 1) by Theorem 1.
Using the Romberg integration method, a computer calculated x; = 0-978714,
x, = 0977842, x5 = 0-977805 for x, = b, = 1. A similar result is obtained much
more easily from (11). By Theorem 1, X < 0-977805.

Let y(x) be the solution of (9) for K; = e~* with the conditions y.(¢) = 0, y(0) =
= —1 for £ = 0:97780. Calculation shows that y,(0) = 0:999994 < 1 and by Theo-
rem 3 Vx e (0;&): yx) < y(x). Thus we can see that 3x e (0-97780; 0-977805) :
2y(%) = 0.

Sthrn

O MOZNOSTI VYPOCTU NULOVYCH BODOV
RIESENI DIFERENCIALNYCH ROVNIC DRUHEHO RADU

VIKTOR PIRC
Prdca sa zaoberd moznostou vypoctu nulovych bodov rieSeni diferencidlnych
rovnic druhého rddu typu »” + f(x)g(y) = p'(x). Pomocou porovndvacich viet
medzi rieSeniami dvoch diferencidlnych rovnic druhého rddu je na priklade uvedeny

postup vypoctu nulového bodu.

Autor’s address: Viktor Piré, Elektrotechnicka fakulta VST, Zbrojnicka 3, 040 01 Kosice.
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