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1. Interpolation problem

Let be given numbers a; < a, < ... < a, and an incidence matrix E = (g;;),
i=1,2,..,n;j=0.1,..,v (each ¢; is either 0 or 1). Given the values f{ (the
j-th derivative at the point a;) for all i, j such that ¢;; = 1, find a polynomial p(x) (if it
exists) of degree

m=y¢; — 1
ij
that satisfies
pI(x;) =f if gy =1.

This problem is known as the Hermite-Birkhoff interpolation problem (see ¢.g. [1]),
shortly HB-interpolation. Hermite interpolation forms a special case of HB-inter-
polation: the incidence matrix has then the following property:

(1) g;=1=¢g; =1 for 1< =7,

ij
Another special case has been investigated in [2]: v =1 and ¢, + &, = 1 for
i=1,2,...,n

2. H-transformation

Lete = {(i,j): 1 £i<n,0=j=<v,¢;=1}andlet nrbe an integer, 1 < nr < m.
Let ¢y, ¥, (k = 0, 1) be the mappings

e L2, o) > {1,2, 0,0}

1/ {l, 2,..., nr} — {O, 1, ..., v} .
Let us denote

(2) e = {(@i)s (i) s i=1,2,..,nr}.
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We suppose that ¢, x V), is a one-to-one mapping and, moreover,
(Lj)eeg=¢e;=k (k=01).
We suppose also that the mapping ®: ¢, — e, defined by

([’(<P1(i)’ ‘/’1(’)) = (‘/’o(i)s ‘//o(’))
is one-to-one.
We shall call the quadruple T = (¢, @o, V1, o) an H-transformation if the
matrix ET
o \// & (1',j)§{sel U e,
VTN — gy (ij)ee Ue
satisfies (1). The number nr is then called the degree of the H-transformation.
For each incidence matrix E there is at least one H-transformation.
Examples of H-transformations.

1 o1 1 0
A
1. E=[1 0 0 0 1
l____\
1 01 0 0

o (=2 Yy (1)=0 ¢,2)=2 y(2) =4
Po(1) =1 yYo(l) =1 ¢o(2) =3 yo(2) =1.

The transformation is represented graphically by the arrows in E.

The transformed matrix:
/1

11
ET={0 0 0
111

2. Indicating the transformation only graphically:

S O =
==l

10 1 1
b _l
E=1y 1 0
1100

Another transformation can be found in the example to the algorithm below.

With the matrix ET an Hermite interpolation problem is associated — of course
with partly unknown values. The multiplicity p; of the point a; can be expressed in
this way:

(3) pi=max{j+ 1: (i,j)e(euey) — e}.

(maximum of the empty set is 0). It can occur that p; = 0 for some i — then the cor-
responding points are not present in the Hermite interpolation.
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3. System of equations for unknown values

The Hermite interpolation problem associated with ET, which is equivalent to the
given HB-interpolation problem under the condition that we know the values /() for
(i.J) € eo, reads as follows:

Il
—
1
=

pa) =P for i

i=0,1,...p,—1 (ifp; £0).

Supposing we know these values (hence they cxist) we can write the Hermite inter-
polation polynomial in the form (see e.g. [7]):

o) = 58 0 10,
where ’
1 Q(x)  PrETN (x = a)P® x
4 Hif(x) = — —— - — X — a;
“ R Ty B el IR

and

Ax)=(x—a)”...(x —a,)™

Polynomials H; (of degree < m) are fully characterized by the following pro-
perties:

Ha) =0 for i+k and 0<s<p,—1,
H(s)(a,): for 0=s=<p,—1 and s =],
H(a) -

The expression for p(x) can be rewritten in the form

p(x) = Y Hy(x) P+ Y  Hyx)so.

(i,j)eeo (i,j)ee—(eouey)

If we take now f{? for (i, j) € e, as unknown values, we have for them the following
system of equations

0= pa) = T PN + Y10 H)

(i,))eeo (i,j)ee—(eouey)

for all (k, I)e e, — so we have exactly nr equations for nr unknown values 7.

Theorem. A necessary and sufficient condition for the existence and uniqueness
of the solution of the HB-interpolation problem is

det (H{)(a))) £ 0, (i.j)eeo (k.l)ee,,

where ey and e, are given by (2) and H;; by (4).
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4. Calculation of the system

Let y denote the vector of unknown values:

5 Py L N

The system of equations for y is then d = Ry + g, where

_ (i)
di =g\t »

R = Howl') (aqn(i))

@0(J) ol
and
_ () pp (i
q; = > Se HyY! l))(a-mﬁ))

(k,l)ee— (eouey)

foralli=1,2,..., nr.

The direct computation of d, R, g is complicated. Nevertheless, we can use the
interpolation once more:

Let y be any nr-dimensional vector. Replacing all unknown values of £, (i, Jj) € eo,
by components of y in the way that (5) holds, we get the Hermite interpolation pro-
blem. Let p, be the solution of this problem. Let us denote by d(y) the vector with
the components

di(y) = " May, ) -

1t is clear that d(0) = q. If now #'” (i = 1,2,..., nr) are the nr-dimensional unit
vectors (n{? = §,,) then it holds

d(n?) = R;; + q;. '
The last formula enables us to calculate a system for the unknown values.

In the preceding method some derivatives of Hermite interpolation polynomials
were needed. We can proceed in different ways: Either we can obtain the correspond-
ing polynomial by one of the rapid methods (see e.g. [3]—[6]) and then calculate
the necessary derivatives, or we can adapt these methods to obtain the derivatives
directly. All rapid methods serve to calculate coefficients of the Hermite interpolation
polynomial, i.e., (up to a multiple) the derivatives at zero. It is sufficient to make
a shift to get the derivatives at another point. Moreover, all the mentioned methods
have the property that for the calculation of the s-th derivative it 1s necessary to cal-
culate all lower derivatives — but not the higher ones. This property is common to
all algorithms of this type and we shall make use of it in the suggested algorithm.

In the Appendix we give an algorithm based on other principles. This algorithm is,
however, not so rapid when all the derivatives are needed.
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5. Algorithm

We are given: E, values ) for (i,j)ee,, numbers q;, an H-transformation
T = (¢, @o, Y1, Yo) of degree nr.

Step 1. Calculate the numbers
pi=max {j + 1:(i,j)e(e U e) — e} .

Step 2. Calculate g: take y = 0 (so we have a Hermite problem). Using a suitable
algorithm (see e.g. the Appendix) for calculating derivatives of the Hermite interpola-
tion polynomial, calculate

W1(i))

4i = Py (aqn(i))'

It is convenient to use the property of the algorithm: if (i) = ¢,(j) and (i) <
< ¥(j), then in calculating q; we get g; as an intermediate result.

Step 3. Calculate R;;: From the properties of the H-transformation follows that
always (i) > p,,;y — 1,50 R;; must be calculated from the relation

o
Ry = iy ag,) — 4

In calculating the derivatives we use the same property of the algorithm for obtaining

the derivatives as in Step 2.

Step 4. Solve the system d = Ry + q with the right-hand sides d; = f&//{". The
condition det (R) # 0 is sufficient and necessary for the existence and uniqueness

of the solution of the HB-interpolation problem.
Step 5. Replacing the unknown values by the solution of the system:

Wo() _
ooty " = Vi

we get a Hermite interpolation problem, which is equivalent to the original HB-pro-
blem. Now we can proceed by any suitable method for Hermite interpolation.

6. Example
The searched polynomial will be p(x) = x> + 1, n = 3,a, = — 1,4, = 0,a; = L.
I 1.0 0 1
E={1 0 1 0 0],
0 061 0O
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H-transformation: nr = 2,

e()=2 Y(1)=2 ¢2)=3 y,(2)=2
Po(1) =1 o(1) =2 ¢o(2) = Ye(2) =3

The unknown values are then y, = f{?, y, = f3),
The prescribed values

pr=5p,=1p;=0.

1. y = 0. The Hermite problem:

|

-1 0 5 0 0 —-120

0 1

1 | nothing

po(x) = x* — 10x* — 20x* — 10x + 1.

2. y = 4. The Hermite problem:

-1 ] 05 — 120
0 1

1 ‘\ nothzng

Pyn(x) = (x> — 5x* — 30x* — 49x? — 23x + 2).

3. y = »'®. The Hermite problem:

—1

,(,),
1

nothmg
Py(x) = 1(5x° — 5x* — 69x? — 127x* — 62x + 6).

The system of equations:

q, = ryla) = —40 g, = pa;) = — 80
Ry =pyihla) —qr=—=9 Ry =pltha)—q,=-02+1%)
R, = pyihlas) — a2 = — 79 Ry, = pii{a;) — g, = — (24 + 3).
The system d = Ry + g, d;, =0, d, = 20 has the solution y, = —20, y, = 60

so that /(¥ = —20, f/{¥ = 60.
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7. Problem

Let Tbe an H-transformation of the matrix E of the degree nr. Foralli,1 £ 1 < n,
we define

A(i) = max {j + 1:(i,j) e e} .

Let o(I) be the number of operations (multiplications and divisions) of the method
used for solving a system of linear equations with an I x [ matrix (usually o(l) = cl?)
and let n(k) be the number of operations for calculating the derivatives up to the
k-th order of the Hermite interpolation polynomial.

General formulation of the problem: Find the algorithm which for a given matrix E
determines the H-transformation that minimizes

ofor) + Y. n(4(0).

Author does not know even the answers to the following simplifications of the
problem:

a) Find the algorithm which for a given matrix E determines its H-transformation
with the minimal degree.

b) Find the algorithm which determines that H-transformation of minimal degree

n
which minimizes the sum Y’ A(i).
=1

APPENDIX

Iteration scheme for calculating the values and the derivatives of the Hermite inter-
polation problem

We are given numbers a, < a, < ... < a, and the corresponding multiplicities p;.
At the point a;, the value f{° and the derivatives f?, for 1 < j < p; — 1, are given.
These conditions determine uniquely the Hermite interpolation polynomial p(x).
If for all i, p; = 1, then we have the usual interpolation and we can use the Neville-

Aitken iteration scheme:
If we need the value of p at x, we calculate for k = 1, 2, ..., n the rows of the scheme

k Kk k
P1P2 - Pt 1—k
according to the relations

1
P; =fi(0)’

k+1

Kok
o =¢§+M(x_aj)_

dj+k — 4
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Then we have p(x) = ¢}. The essential property of this scheme is that ¢¥ is the value
(at x) of the interpolation polynomial which is determined by the points and values:

a;Aivq oo Qigp—1
(0) £(0) (0)
[0 Fiv - fivk-r -

A similar scheme, however, exists also for the Hermite interpolation: Let pp; be
the partial sums of the multiplicities: ppy = 0, pp; = p, + ... + p;. The numbers
@y, o, ..., o, and values @}, @3, ..., are defined in this way: o; = a;,¢] = f{?,
where i satisfies pp;—; < j < pp;.

The rows of the scheme are then calculated according to the relations

E o
Pix (p’(x—ocj), if oy * o).

,/ Ljsr — &

+ \ g )
-1';‘— (x — o), if oj4y = o; (i is determined by o; = a;).

Then p(x) = ¢ holds.

Proof. As in the proof of the Neville-Aitken scheme it is sufficient to notice that
@* is the value of the (Hermite) interpolation polynomial, which is determined by the
points and values uniquely obtainable from the numbers o;, o; 4, ..., &;x—y. The
Neville-Aitken procedure is interrupted only if two points are identical. Let the point a
have the multiplicity r, i.e., £, ..., f*~ 1 is given at a. The proposed scheme calcu-
lates the needed polynomial:

o, P A 2 e r—
f‘)+?(x——a)+3!—(x-—a) +...+(r_1)——!(x—a) L,

To get p“(x) one can use this sequence of schemes: the k-th row of the s-th
scheme is

k k k
. s(Pls(pZ"'s(pm+1~k‘
The relations

0®; = o}
T2 . o
sPi =sP; = ... =9} =0 for all corresponding j (i.e. the first s rows are zero)
k k
(S(Pj+1 - s(pj) (x - “j) + 5(s—1(P’;+1 - s—1(ﬂ§) i ot e,
2 J J
Q5 =0k 4 \/ %k = %
. fk)
. (Tf'j;)*' (x — o)™ if a; = a;,, (i is determined by o; = a;).
We have p@)(x
( ) = s(piln'
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Proof. It is sufficient to notice that s(p'} are polynomials in x and to differentiate
all the schemes.

When realizing this scheme it is sufficient to keep in the memory only one row from
each scheme. A special case of this algorithm can be found in [2].
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Souhrn

ALGORITMUS PRO HERMITE-BIRKHOFFOVU INTERPOLACI

Jiki FIALA

Déna jsou ¢isla a; < a, < ... < a,, incidendni matice E = (g;;), i = 1,2,.... n;
Jj=0,1,...,v a hodnoty f{? (j-ta derivace v bod¢ a;) pro viechna i, j takovd, Ze
g;; = 1. Hermite-Birkhoffovou interpolani ulohou se rozumi nalezeni polynomu p
(existuje-1i) stupné m = " ¢;; — 1, splitujiciho podminky p)(x,) = f, kdyze;; = 1.

V ¢lanku se predklada algoritmus, ktery pfevadi tuto tilohu na Hermiteovu inter-
polaci. Algoritmus dopocitava vybrané chybgjici hodnoty derivaci: tyto hodnoty
jsou vyjadfeny pomoci nékterych zadanych hodnot. Zptisob vybéru vsech téchto
hodnot se zaddva pomoci transformace incidenéni matice E. Chybé&jici hodnoty
se ziskaji feSenim soustavy linearnich rovnic: matice soustavy a jeji pravé strany
se pocitaji pomoci Hermiteovy interpolace. Potiebné derivace Hermiteovych inter-
polacnich polynomu lze p¥i tom pocitat algoritmem uvedenym v dodatku.
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