Aplikace matematiky

Stanislav Jilovec
A note on the characterization of consistently estimable functions
Aplikace matematiky, Vol. 18 (1973), No. 3, 161-166

Persistent URL: http://dml.cz/dmlcz/103466

Terms of use:

© Institute of Mathematics AS CR, 1973

Institute of Mathematics of the Czech Academy of Sciences provides access to digitized documents
strictly for personal use. Each copy of any part of this document must contain these Terms of use.

This document has been digitized, optimized for electronic delivery and
O stamped with digital signature within the project DML-CZ: The Czech Digital
Mathematics Library http://dml.cz



http://dml.cz/dmlcz/103466
http://dml.cz

SVAZEK 18 (1973) APLIKACE MATEMATIKY CisLo 3

A NOTE ON THE CHARACTERIZATION OF CONSISTENTLY
ESTIMABLE FUNCTIONS

STANISLAV JiLOVEC

(Received January 14, 1972)

Le Cam and Schwartz have proved a necessary and sufficient condition for the
existence of consistent estimates that characterizes consistently estimable functions,
under the assumption that they are bounded, as limits of uniformly continuous funct-
ions. (See [ 1], Theorem 1.) Jilovec has generalized these results for the so-called super-
consistent estimates, i.e. estimates that converge almost surely. (See [2], Theorems
2.2,2.3,2.7,2.8,2.10 and 2.1 1.) In both mentioned papers the boundedness of the
estimated function is essential for the proof that the condition is necessary. In this
paper it is proved that the Le Cam and Schwartz’s condition characterizes both con-
sistent and superconsistent estimates even when the estimated function is not assumed
to be bounded.

Let (X, Z) be a measurable space such that X € 2, 2 a class of probability measures
on 2" and ¢ a mapping of 2 into a separable Hilbert space H. The norm in H will be
denoted by ||-| and the o-field of all Borel subsets of H by /. Further, the symbol
X* will denote the infinite-dimensional Cartesian product

0

X =XX;, where X;=X for i=12,...,

i=1

the symbol 2", n = 1, 2, ..., will denote the minimal o-field of subsets of the set X*
generated by the class of all sets of the form

E, XxE, x...xE, xX xX.... where E,eZ for i=12, .,n,

o

and the symbol & will denote the minimal o-field over the class U 2" It Pis

n=1
a probability measure on 2, then the symbol P will denote the probability measure
on 2'® uniquely determined by

P (X E) = ] P(E).
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Finally, the symbol 2 will denote the minimal uniform structure in 2 over the class
of all sets of the form
< 5},

where f is a bounded measurable mapping of (X*, ") into (H, #), n is a positive
integer and 6 > 0.

Let f,, n =1,2,..., be measurable mappings of (X, 2") into (H, #). Let us
recall that {f,} | is said to be a consistent or superconsistent estimate for ¢ on 2 if,
for every P e 2 and every ¢ > 0,

{(P 0): :1‘ Jf d(p= Q”);

lim P~ {[|f, —o(P)] 2 ¢} =0
llmP”(U Hf — ¢(P) ” >¢}) =0,

n=k

respectively.

Lemma. Let f be a measurable mapping of (X*, ") into (H, 5) satisfying

sup [|f(x)]| =1
xeX®
and let, for every nonnegative integer i, T' be the mapping of X®onto itself defined
by
T'(x;, x5, . ) = ( Xit1o Xi+2s ) .

Then, for every € > 0, for every positive integer k and for every probability measure

Pon X,
|1kl I 1
P'”{x:[l ZfT"' jfdpw:g}: PR

Proof. See Theorem 2.5 in [2].

Let us emphasize that Lemma is not true if H is assumed to be only a Banach space.
(See Example 2.2 in [2].)

Theorem. If there is a consistent estimate for ¢ on P, then there is a sequence
{h,},= 1 of uniformly continuous mappings from (2, W) into (H
every Pe 2

) such that for

lim h,(P) = ¢(P).
Proof. Let {a,}-, be a consistent estimate for ¢ on 2 and let {x,}"-; be a sequence
of positive numbers satisfying

(1) lima, = 0.

n—ow
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Evidently, there is a non-decreasing sequence {k,}n= of positive integers such that

(2 lim — =0.

Let us define
bn(x) = a,,(x) if ”an()”)” =n,
=0 if ”a,,(x)” >n,

e(x) by

ERTYETh
d(x) = % ::O e(T"x),
_ d,(x) B
“ =TTl

__oP)
i Fk

where xe X®, TV, j = 0, 1, 2, ..., are the mappings defined in Lemma and P e 2.
Obviously,

3) le)] = b
(4) ldi(x)]| = PRI
(5) les()| =,

b, and ¢, are Z"-measurable whereas d, and e, are "™ "-measurable. Therefore, the
mappings h,, n = 1,2, ..., defined by

h,(P) = Je,, dP®, Pe?,

are uniformly continuous mappings of (2, 9) into (H, ||+||), and to prove our theorem
it suffices to prove

lim Je,, dP® =¢(P), Pe?.

Let us note that n
(6) ci(x) = f(bu(x)), W(P) = f(@(P)),
(7) e, (x) = f 71 (dy(x)). @(P) =1 (Y(P)),
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where f is the homeomorphic mapping of H onto {h : he H, ||h]| < 1} defined by

-
L+ [a]"

J(h)
Let Pe 2 .1f ¢ > 0 and n = |o(P)|| + e, then

{[bn = o(P)] 2 ¢} =
= {[bs = @(P)] z &} 0 {by = a)} v {[by = @(P)| 2 &} A {by + a,} =
< {lan = o(P)| z e} v {lla,] > n} =

< {lla. = o(P)] 2 ¢} v {[la, = o(P)] 2 n = (P} = {lax = o(P)]| = &} .

Therefore
bysz0(P), Pe?,*)

and hence the continuity of f and (6) imply that
¢z W(P), Pe?.
This relation and (3) guarantee that

(8) lim ||Epe, — y(P)| =0, Pe,

n—ow

where Epc, = [c, dP®. From (8) and (1) it follows that for every Pe 2 and § > 0
there is an index n(P, &) such that

n = n(P,8)= 06 — |Epc, — Y(P)| = a,.

Therefore, for n > n(P, 5),

kn—

{Hd,, - l/’(P)H z 0} {” £‘ lgolcn(Tnix) - EPCn“ = a,} .

Hence we get by Lemma

1

n

(9) n > n(P,5) = P*

n

Further, (7) and the continuity of f~! imply that for every P e 2 and every ¢ > 0
there is 6(P, ¢) > 0 such that

tlew = o(P)| = &} = {d, — w(P)]| = 5(P, &)}

*) The symbol g, -9 denotes that {g,, n. 1 converges to g in probability measure P.
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Therefore

l" f o dP* — (p(P)" < f le — p(P)] 4P =

f{ llen—o(P)] 22}

<&+ (sup Je )] + [o(P)]) P={]

This inequality, (5), (9) and (2) together with the arbitrariness of & imply

oo = o 4P + | le, — o(P)] 4P <
{llen—o(P)|] <e}
d, — o(P)| = 6(P, )} .

lim J;;,, dP® = ¢(P), Pe?,
which proves Theorem.

In [2] (Theorem 2.7) the following statement was proved:

If there is a sequence {h,},2; of uniformly continuous mappings of (2, W) into

(H, ||-]) satisfying )

lim h,(P) = ¢(P), Pe2,
n—= o0
then there is a superconsistent estimate for ¢ on 2.

As every superconsistent estimate for ¢ on £ is, at the same time, a consistent
estimate for ¢ on 2, Theorem and this statement imply

Corollary. The following statements are equivalent:

(i) There is a consistent estimate for ¢ on 2.

(ii) There is a superconsistent estimate for ¢ on 2.

(iii) There is a sequence {h,}_, of uniformly continuous mappings from (2, W)
into (H, ||| satisfying

lim h,(P) = ¢(P), Pe2.
n-—* oo
Let us note that statements (i) and (ii) are equivalent even in the more general case
when ¢ assumes values in a separable metric space (Theorem 2.9 in [2]).
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Souhrn

POZNAMKA K CHARAKTERIZACI KONSISTENTNE
ODHADNUTELNYCH FUNKCI

STANISLAV JiLOVEC

Clanek se zabyvé charakterizaci funkci ¢, definovanych na libovolné mnozing 2
pravdépodobnostnich rozloZeni a nabyvajicich hodnot v Hilbertové prostoru, jejichz
hodnoty ¢(P) Ize konsistentn& odhadovat na zaklad& nahodného vybéru z rozloZeni P.

Za ptedpokladu, Ze ¢ je ohrani¢end na 2, Le Cam a Schwartz [1] dokazali, Ze
konsistentni estimator pro ¢ existuje pravé tehdy, je-li ¢ limitou stejnomérné spojitych
zobrazeni. Za stejného predpokladu Jilovec [2] dokézal, Ze podminka Le Cama
a Schwartzové je nutnou a postacujici podminkou i pro existenci superkonsistentniho
estimatoru, tj. posloupnosti odhadil, ktera konverguje skoro vSude. V tomto ¢lanku
je ukazano, Ze vyse uvedena tvrzeni plati i tehdy, kdyZ ¢ neni ohraniena.

Author’s address: RNDr. Stanislav Jilovec, CSc., Ustav teorie informace a automatizace CSAYV,
VySehradska 49, 120 00 Praha 2.
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