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NEWS AND NOTICES

IN MEMORIAM RNDr. FRANTISEK ZITEK, CSc.

ANTONIN LESANOVSKY, Praha

It is with deep regret that we record the sudden and premature death of RNDr.
FrantiSek Zitek, CSc., head of the Department of Probability Theory and Mathe-
matical Statistics of the Mathematical Institute of the Czechoslovak Academy
of Sciences, who died in Prague on November 18, 1988.

F. Zitek was born on July 19, 1929 at Velké Hamry, a village in Northern Bohemia.
After attending the elementary and secondary school in Chotébof he continued his
studies at Lycée Carnot in Dijon (France) in the years 1945—1947. His interests
were then divided among philosophy, linguistics and mathematics. He made his
first choice by matriculating at Philosophical Faculty (Faculty of Humanities) of
Charles University — subjects philosophy and French. Nevertheless, his interests
at the Faculty were not restricted to these two fields. His desire for exactness in
thinking and expressing himself was not always satisfied, which led him finally to the
decision to join the Faculty of Science of Charles University in 1949. However, he
did not give up his interest in philosophy and, the more so, in linguistics. He majored
in mathematical statistics and probability theory. Immediately after graduating
from the University in 1952 he won a scholarship of the Czechoslovak Ministry of
Education for a one-year stay in Wroclaw (Poland). He worked there in the seminars
of Prof. Steinhaus {applied mathematics) and Prof. Marczewski (stochastic processes).
Thanks to his talent for languages, he managed to learn Polish so well that our
common Polish friends found his Polish perfect and free of any accent.

After returning from Poland, Zitek started to work in the Mathematical Institute
of the Czechoslovak Academy of Sciences in Prague. He defended his CSc. thesis
Random functions with independent increments and stochastic differential equations
in 1957. His supervisor was Academician Josef Novdk. However, let us adjourn the
description of his contribution to mathematics for a moment. F. Zitek devoted
much energy to activities connected with the administration and organization of the
Mathematical Institute. He became head of the Department of Probability Theory
and Mathematical Statistics in 1972, holding the office till his unexpected death.
Moreover, he was Vice-Director of the Institute for the period 1981 —1984, member
of the Scientific Board for Mathematics of the Academy and of several other com-
mittees. In particular, we should mention his work as Chief Editor of the Casopis
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pro péstovdni matematiky (Journal for Cultivation of Mathematics), which he was
doing for many years.

Dr. Zitek was also a very good teacher. Under his supervision, more than thirty
students graduated from the University, and five prepared their CSc. theses under
his direction.

In spite of his modesty, F. Zitek was awarded several distinctions. Let us mention
only the Silver Bernard Bolzano Plaque of the Czechoslovak Academy of Sciences
for merits in mathematical sciences (1979) and the medal of the Faculty of Mathe-
matics and Physics, Charles University (1978).

The scientific work of FrantiSek Zitek concerned predominantly three fields of
mathematics — stochastic differential equations, queueing theory and weak con-
vergence of probability measures. His interpretation of the notion of a stochastic
differential equation stemmed from the approach of P. Lévy: it consisted in deter-
mining the distributions of the corresponding random function avoiding the in-
vestigation of its trajectories. The crucial point here is the definition of a stochastic
derivative. In [10] the derivative of a random function X = {X(¢)} is considered
to be a random function Z = {Z(1)} such that (3/0r) Yx(t, s) = Y(¢, s), where the
Y-function of the random function X or Z is the logarithm of the characteristic
function with the argument s of the random variable X(t) or Z(z), respectively.
Another way to define the stochastic differential equation led to the consideration of
random functions of an interval and to the theory of the Burkill integral of these
functions. A random function X of an interval is a transformation which assigns
a random variable X(I) to each interval I < K, where K is a given interval on the
real line. Attention is paid mainly to the case that the variables X(I) have infinitely
divisible distributions and X(I;) are independent for an arbitrary finite system of
disjoint intervals {/;}. Each division @ = {I;} of the interval K into intervals I;
generates a sum S(2, K, X) = ) X(I;). The corresponding integral [x X can be

I;e9

defined in the usual way as a certain limit of the random variables S(@,,, K, X) for
n — oo. Zitek studied convergences in distribution and in probability and considered
all sequences {2,} such that the norms of the divisions 2, tend to zero as n — o
[12] or such that (roughly speaking) 9, , is a refinement of 2, [27].

In this way we obtain four types of the integral. The papers by Zitek concern
mainly the one which corresponds to the case of the convergence of S(2,,K,X) in
distribution provided the norms of the divisions 9, tend to zero. This integral is
called the (BB)-integral (Bernoulli-Burkill). The papers [12], [13], [17] and [20]
investigate conditions for the integrability of the function X on K (i.e. the existence
of Z(I) = [; X for all intervals I = K), properties of the indefinite integral Z of X,
connections with the Burkiil integral (under certain conditions the mathematical
expectation of the (BB)-integral of the function X equals the Burkill integral of
a non-random function which attains at each I < K the value of the mathematical
expectation of the random variable X(I)) and relations between the integrability of X
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and its continuity and differentiability. We have arrived at the second approach to
the notion of a stochastic differential equation & X(f) = Z(t). For each te K and
h > 0 such that t + h e K, let a random variable Z([t; t + h)) be given and let Z
be (BB)-integrable on K. A solution to the stochastic differential equation is defined
to be a random function X = {X(¢t); t € K} such that X(¢) has the same distribution
as (BB)- [;0.n Z for all 1 € K. Relations between the two approaches to the stochastic
differential equations discussed above can be found in [20].

The paper [9] represents a link with the second (and probably the most important)
field of Zitek’s research — the queueing theory. Namely, the functions of an interval
are a suitable tool for the description of the process of atrivals of customers (called
a stream) — e.g. the average number M(I) of customers arriving within a time
interval I or the probability A(I) that at least one customer arrives during I. For
regular streams (i.e. if M([0; ¢)) is continuous in #) it is shown in [9] that the equality
of M(K) and the Burkill integral [ 4 for each K < [0; c0) is the necessary and suf-
ficient condition for customers to arrive one by one. The analysis of the so-called
singular streams is given in [7]. They concern the case when customers can arrive
only at certain discrete instants. This situation is frequently met in the everyday
life — €.g. at exit escalators from underground stations which are exploited just after
arrivals of trains.

Let us now discuss the concrete systems studied in [32], [33], [35], [36], [37]
and [40]. Their common feature is an investigation of the steady-state behaviour of
systems with Poisson stream of customers, exponentially distributed service time
(except for [35] where a general distribution of service time is considered) and finite
number of servers. Zitek paid attention to the cases when the mutual order of custo-
mers at the output of the system differs from that at the input. It is so in [32] where
it comes true — even when the FIFO (first in first out) discipline is applied — if the
service time of a customer is much shorter than the service times of those who came
before him. Another example can be found in [35], [36], [37] and [40] where an
arriving customer is sent to the front of the queue with probability p or to its rear
with probability 1 — p. Moreover, it is assumed in [36] that the number of waiting
customers is limited. Hence, a possibility arises that a customer may never be served
because when he occupies the last place in the queue a new customer can come and
the former is displaced from the system without being served.

The book Ztraceny cas (Lost time) [30] deserves a particular note. It was the first
book on queueing theory written in Czech and made this subject rather popular.
Moreover, its chapter 2 can be regarded as an introduction to the theory of stochastic
processes, in particular of homogeneous Markov processes with discrete state-space.
In the rest of the book, the reader can find the analysis of several models of queueing
systems.

Zitek found a fruitful inspiration for the research in the third field mentioned
above, i.e. the study of weak convergence of probability measures, in the book by
H. Bergstrom Limit Theorems for Convolutions, Almqvist & Wiksell, Stockholm,
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and J. Wiley & Sons, New York (1963). Consider a double sequence of random
variables {X,}i~, having distribution functions F,. Let X,;, X,,..., X, be
independent for each n and let lim k, = co. Put

n— o

kn
X, =)Xy,.
k=1

Denote by F, and E respectively the distribution functions of X, and of a random
variable Y equal to zero with probability 1. H. Bergstrom proved that the problem
of weak convergence of distribution functions {F,};>; can be converted into the
investigation of the convergence of functions ¢

H,(x) =’§1F,,k(x) — k, E(x) .

o0

Namely, conditions for the weak convergence of {F,} =, can be expressed in terms
of the so-called Gaussian norm of functions H, and H,, = F, — E. The Gaussian
norm {¢| f|,; ¢ > 0} is defined on the set of functions of bounded variation on R by

1) alfl. = sup yiiinwf(y) + [ ¢<x - t) 40

[

>

h
where 1

J2n

is the distribution function of the normal distribution N(0, 1) with zero mean and
variance equal to 1. It is clear that the formula (1), containing a convolution of the
function f and the distribution function of N(t, 6%), is not easy to handle. That was
why Zitek introduced another norm called a Fourier norm which was based on
a standard and well-known notion of the characteristic function of a distribution.
In [28] he defined

d(x) = [ pexp (—4%) dt

e/l =1 lim SG)] + sup (17, €™ d7()

on the set of functions of bounded variation on R and showed that the weak conver-
gence of distribution functions f, — f is equivalent to the equality lim F” fa—f H, =
n—+ow

= 0 for all positive ¢. Other properties of the Fourier norm, analogous to those
found by H. Bergstrom in case of the Gaussian norm, are given in [41]. An im-
portant question is whether the Gaussian and Fourier norms are equivalent. It is
proved in [31] that there exists a positive constant C such that for all functions f of
bounded variation on R which are non-decreasing on the intervals (—oo; 0) and
(0; o) (note that these demands are met e.g. by the functions H, and Hy introduced
above) the inequalities f|f], < Cg|f], and g|f|ls £ C#|f] are true for each
positive . On the other hand, an example in [28] shows that these norms are not
equivalent on the set of all functions of bounded variation on R. Indeed, there exists

a sequence {f,}=, of such functions for which lim | f,|, = O while {c|fallotnz1 is

n—oo
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bounded from below by a positive constant. Let us mention that Zitek inspired some
of his colleagues to do the research in this field.

A survey of Zitek’s research interests would not be complete w1thout mentioning
his work in linguistics — [24], [25], [26], graph theory [38] and mathematical
statistics [1], [2], [3], [43] and [44].

Mathematical Olympiad, the competition of secondary-school students in mathe-
matics, was an integral part of Zitek’s activity for more than two decades. It could
even be said that it was his hobby. He was the author of several problems used in
Mathematical Olympiads, mainly those of geometric nature. He contributed to the
edition Skold mladych matematik (School of young mathematicians) by the booklet
[34] and took part in preparation of several year-books of the Mathematical
Olympiads. At the post of Chairman of the Central Committee of the Czechoslovak
Mathematical Olympiad (since 1983), he paid much attention to the organization
of this competition also in elementary schools and to the establishment of its new
branch oriented to programming.

Zitek’s activity in the Mathematical Olympiad was not restricted only to the
national level. Since 1963 he was almost every year Chairman or Vice-Chairman of
the Czechoslovak team at the International Mathematical Olympiads held in various
countries in Europe, America and Australia. At the 25th Olympiad that took place
in Prague in 1984 he served as Chairman of the international jury. His diplomatic tact
togethér with his extensive knowledge of languages contributed considerably to the
smooth course of the competition.

Dr. Zitek was a remarkable man in many ways. As we have tried to show, he made
a substantial contribution to Czechoslovak mathematics. Neither can we disregard
his part in forming the scientific profile of the Mathematical Institute of the Czecho-
slovak Academy of Sciences. F. Zitek will be remembered for his enthusiasm in
mathematical research, the wide scope of his knowledge, as well as for his ability of
communicating with other people and understanding both their professional and
personal problems.
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LIST OF PUBLICATIONS OF RNDr. FRANTISEK ZITEK, CSc.

[1] O pewnych estymatorach odchylenia standardowego (On certain estimators of the standard
deviation), Zastosowania Matematyki / (1954), 342—353.

[2] Medianové odhady (Median estimates), Apl. mat. I (1956), 237—244.

[3] Nékteré analogie necentralniho f-testu (Some analogies of the non-central r-test), Apl.
mat. 2 (1957), 38—46.

[4] Prispévek k theorii smiSenych systému hromadné obsluhy (A contribution to the theory of
mixed systems of queueing theory), Apl. mat. 2 (1957), 154—159.

[5] 3ameTka k oxmoit Teopeme Kopomokxa (A note on a theorem by Korolyuk), Czechoslovak
Math. J. 7 (1957), 318—319.

[6] O odhadu pravdépodobnosti pfechodu (On an estimate of transition probabilities), Apl.
mat. 2 (1957), 251—257.

[7] Singularni vstupni proudy (Singular streams), Casopis pést. mat. 83 (1958), 41—55.

[8] Sur la durée des processus linéaires (On the sojourn of linear processes), Czechoslovak Math.
J. 8 (1958), 122—130.

[9]1 K Teopuu opaunapHpix moTtokoB, Czechoslovak Math. J. & (1958), 448—459; English
translation: The theory of ordinary streams, Select. Transl. Math. Statist. and Probability,
Vol. 2, 241—251, American Mathematical Society, Providence, R. I. (1962).

[10] Equations différentielles stochastiques (Stochastic differential equations), Czechoslovak
Math. J. 8 (1958), 465—472.

[11] Surl’intégrabilité d’une équation différentielle stochastique (On the integrability of a stochas-
tic differential equation), Czechoslovak Math. J. 8 (1958), 473—482.

[12] Fonctions aléatoires d’intervalle (Random functions of an interval), Czechoslovak Math.
J. 8 (1958), 583—609.

[13] Poznamka k teorii BB-integralu (A note to the theory of the BB-integral), Casopis pést.
mat. 84 (1959), 83—89.

[14] Burkillovy integraly zavislé na parametru (The Burkill integrals dependent on a parameter),
Casopis pést. mat. 84 (1959), 165—176.

[15] Sur un type spécial d’équations différentielles stochastiques (On a special type of stochastic
differential equations), Czechoslovak Math. J. 9 (1959), 452—458.

[16] Sur certaines propriétés infinitésimales des fonctions aléatoires (On certain infinitesimal
properties of random functions), Transactions of the Second Prague Conference on In-
formation Theory, Statistical Decision Functions, Random Processes, Academia, Prague
(1960), 837—843.

[17] Fonctions aléatoires d’intervalle, II. (Random functions of an interval, II.), Czechoslovak
Math. J. 10 (1960), 457—473.

[18] K ompenenenuro unaexca aprukymauun (To the definition of an articulation index), Apl.
mat. 6 (1961), 124—134.

[19] O mierzeniu przez poréwnywanie (On measurement via comparison), Zastosowania mate-
matyki 6 (1961), 43— 50.

[20] Fonctions aléatoires d’intervalle, ITI. (Random functions of an interval, II1.), Czechoslovak
Math. J. 12 (1962), 366—374.

[21] Poznamka k teorii vstupnich prouda (A note to the theory of streams), Casopis pést. mat.
88 (1963), 209—210.

[22] Convergence des suites de processus stochastiques (Convergence of sequences of stochastic
processes), Bulletin ISI 39 (1963), livraison 2, 329—333.

[23] On the convergence of sequences of stochastic processes, éasopis pést. mat. 88 (1963),
283—294.

745



[24] Quelques remarques au sujet de ’entropie du tchéque (Some remarks concerning the entropy
of the Czech), Transactions of the Third Prague Conference on Information Theory,
Statistical Decision Functions, Random Processes, Academia, Prague (1964), 841—846.

[25] Aplikace matematiky v lingvistice a nékteré jejich ,,d8tské nemoci‘ (Applications of mathe-
matics in linguistics and some of their children’s diseases), Csl. rusistika 9 (1964), 113—116.

[26] Sur certains problémes combinatoires et leurs applications (On some combinatoric problems
and their applications), Casopis pést. mat. 90 (1965), 261—272.

[27] Fonctions aléatoires d’intervalle, IV. (Random functions of an interval, IV.), Czechoslovak
Math. J. 15 (1965), 416—435.

[28] Sur quelques théorémes limites pour les fonctions aléatoires (On some limit theorems for
the random functions), Casopis p&st. mat. 91 (1966), 453 —462.

[29] Sur la norme de Fourier (On the Fourier norm), Casopis pést. mat. 93 (1968), 349—353.

[30] Ztraceny as — elementy teorie hromadné obsluhy (Lost time — Elements of the queueing
theory), edition Cesta k v&dé€ni, Academia, Prague (1969); Polish transaction: Stracony
czas — elementy teorii obstugi masowej, Panstwowe wydawnictwo naukowe, Warsaw
(1974).

[31] Surla norme de Fourier, II. (On the Fourier norm, II.), Casopis p&st. mat. 95 (1970), 62—65.

[32] Uber die Kundenreihenfolge in Bedienungssystemen, (On the ordering of customers in
queueing systems), Apl. mat. 15 (1970), 356—383.

[33] Uber die Kundenreihenfolge in Systemen M/E,[1 (On the ordering of customers in systems
M|E,[1), Apl. mat. 17 (1972), 191—208. .

[34] Vytvotujici funkce (Generating functions), edition Skola mladych matematika, Mlada
fronta, Prague (1972).

[35] Sur I’ordre des clients dans les systémes d’attente (On the ordering of customers in the
gueueing systems), Proceedings of the Fourth Conference on Probability Theory — Brasov,
Editura Acad. R.S.R., Bucharest (1973), 607—619.

[36] Die gemischte Warteordnung in Bedienungssystemen mit beschrinktem Warteraum (The
mixed ordering of customers in queueing systems with bounded waiting room), Apl. mat. 19
(1974), 90— 100.

[37] On a class of queue disciplines [co-author V. Dufkovd], Apl. mat. 20 (1975), 345—358.

[38] Some remarks on polar graphs, Recent Advances in Graph Theory — Proceedings of the
Second Czechoslovak Symposium, Academia, Prague (1975), 537—539.

. [39] Simultanni pfenos dat a telefonie v telefonnim pasmu (Simultaneous transmition of data
and telephony in the telephonic zone) [co-authors M. Zavoral and K. Vavru$ka], Slaboprou-
dy obzor 36 (1975), 7—11.

[40] On a class of queue disciplines, Proceedings of the Fifth Conference on Probability Theory —
Brasov, Editura Acad. R.S.R., Bucharest (1977), 437—440.

[41] Sur la norme de Fourier, III. (On the Fourier norm, III.) [co-author J. Rataj], Casopis pést.
mat. 112 (1987), 312—319.

[42] Convergence of measures, to appear in the Proceedings of the First World Congress of the
Bernoulli Society, Tashkent, U.S.S.R., 1986.

[43] Faktorova analyza matematickych olympiad (Factor analysis of the Mathematical Olym-
piads), research report [co-authors P. Kratochvil and J. Ptdénikovd], Mathematical Institute
of the Czechoslovak Acad. Sci., in print.

[44] Factors of problem solving abilities [co-author P. Kratochvil], to appear in the journal -
Aplikace matematiky.
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