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1. INTRODUCTION

Shannon’s entropy
(11) Hs(P) = "'.leilogZ pPi; _lei =1

of a discrete probability distribution P = (py, p,, ..., p») has played important role
in Information Theory and has found applications in so many other branches.
However from statistical point of view as also for some economic analysis Kerridge’s
[6] measure of inaccuracy given by

(1.2) H(P; Q) = - _:lei log, 4; = Hy(P; Q)

associated with a pair of distributions P = (py, ..., p,), Q@ = (41, -.» 4n)s 2 Pi =
n i=1

= Zqi = 1 is more suitable. H K(P; Q) is a generalization of Shannon’s entropy
i=1

Hg(P). Both of these are additive for independent distributions. This property for
H(P; Q) may be put as follows:

(1.3) H(P*P’; Q*Q') = H(P; Q) + H(P'; Q)

where
P*P' = (plpll’ cees plprlna cee pnp‘Ia cee Pnpr’n)

etc., where ) p; = 1 and Y p; = 1. Hi(P; Q) in (1.2) is clearly arithmetic average
i=1 Jj=1

of quantities (._]og2 gq;) with weights p,. Considering inaccuracy as a generalized
mean

(1.4) ¢ l(;P-’H(“ log; 4:))
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where ¢ is strictly monotonic and continuous function, Sharma [8] has obtained
(refer Rényi for entropy [7]) inaccuracy of order « given by

1

11—«

(1.5) H,(P; Q) =

log, Y pigi™', a1, a>0.
i=1

This is additive, satisfying (1.3).
On the other hand some recent researches ([2], [4], [11], [13]) have been made
for non-additive measures. For inaccuracy taking non-additivity as

(1.6) H(P*P'; 0*Q') = H(P; Q) + H(P'; Q') + AH(P; Q)H(P'; Q'), A%0,
under additional property

(17) H(P: Q) = ¥1(pi 0)

a functional equation
(1.8) X XA(pirj; qia)) = XS (s i) + XS (s a5) + 23 XS (pis a) f(p}; a))

is formed. Under the condition f(4, 3) = 4, Sharma and Taneja [10] have obtained
the most general solutions of (1.8) given by

fps9) =" P =1)""(pgf ' = 1), B*1

and then (1.7) gives type f inaccuracy, viz.
1.9) H(P; Q) =02""-1)"'Cpg?™ ' = 1), B+1.

Clearly (1.9) has arisen from (1.6) under the sum property (1.7) of inaccuracy.
This satisfies the mean value representation also. It is naturally interesting to examine
what are all possible mean value forms (1.4) which satisfy non-additivity (1.6). This
is attempted in this paper. The two new classes of measures so characterized in-
terestingly contain all the measures of inaccuracy viz. (1.2), (1.5) and (1.9) as parti-
cular cases. Properties, nature including convexity and bivariate studies of new
measures have been included.

2. CHARACTERIZATION

Let H(p;; q;) be the elementary inaccuracy of the ith event x;. Then we shall
consider inaccuracy as mean of these elementary inaccuracies with weights as

functions of p; i.e. ‘
Xf(pi) $(H(pi; 9,))

>/(r)

(2.1) H(P; Q;0) = ¢!
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where ¢ is a strictly monotonic and continuous function and f is a weight function.
We first characterize H(p; q) under the following postulates:

E 1. H(p; q) is non-additive satisfying the relation
(22) H(pp';qq') = H(p: q) + H(p'; ¢') + 2 H(p: ) H(p'; ')
where p, p'e[0,1], ¢, 4" €(0, 1].
E2. H(p;1) = 0.
E3. H(1:4) = 1.
E 4. H(p, q) is continuous for g € (0, 1].
Lemma. The elementary inaccuracy H(p; q) of an event which is found to occur

with probability q while it was expected to occur with probability p, satisfying
the above four postulates is given by

(2.3) Hp;q)=2'" " =1)"" (¢ ' =1), B*1.

Proof. Since A % 0, we may write (2.2) as

(2.4) 1+ 4 H(pp’; q9) =1+ 2 H(p; @)][1 + 2H(p';q)]
(2.5) F(pp's 99') = F(p; q) F(p'; ¢')

where

(2.6) F(p;q) =1+ AH(p; q).

Putting ¢ = 1 in (2.6) and using postulate E 2, we get

(2.7) F(p;1) =1+ ZH(p; 1) = 1.
Again putting, p’ = 1, g = 1, in (2.5) and using (2.7) we get
(28) F(p; ¢') = F(p; 1) F(1; ¢') = F(1; q').

This shows that F(p; ¢') is a function of ¢" alone.
Next for p = 1, p’ = 1, (2.5) gives

(2.9) F(1;949") = F(1;9) F(1; ¢') .
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The most general continuous solution of (2.9) (refer Aczel [1]) is given by
(2.10) F(1;9) = ¢°

where C is some constant.
From (2.8) and (2.10) we get

(2.11) F(p;q) = q°.
Hence
(2.12) H(p;q) = 27"(q¢ — 1) = 27"(¢"" = 1)

where C = — 1,8 % 1,and 2 £ 0.
The result now follows as under postulate E3, 2 = 2! 7% — .
Next we characterize non-additive inaccuracy H(P; Q) of a distribution Q with

respect to P under the following postulates:
I-1. Non-additive. H(P; Q) is non-additive satisfying (1.6).

I-2. Mean-value. H(P; Q) s a generalized mean (2.1) of the elementary inaccuracies
(2.12) of various events with weights p; i.e. f(x) = x.

Theorem 1. The non-additive inaccuracy H(P; Q) of a distribution Q =
= (qy ..., g) with respect to P = (py, ..., p,) satisfying the postulates I-1 and 1-2
can be only of one of the following two forms

@13 H(P; 0;1,8) = (21—11 - ])‘1 [exp, {(ﬁ - né:lpi log, q:} — 1], B+ 1
and
(2]4) H(P9 Q’ a, ﬂ) = (21~/3 — 1)_1 [(i piq?_l)(ﬂ_l)/(d“l) _ 1] ,

a+l, p=*1.

Proof. Taking P’ = {p}, Q' ={q}, 0 < p, ¢ < 1 and using postulates I-1 and
I-2 (c.f. 2.12), we get

i 7T =1\ _ ¢ =1
(2.15) ¢ (Z;p,-d)( T )>—2x_ﬂ_1+
/3 1 qlij -1
¢ (quﬁ(“z,_,,_l)), B#1
or

(2.16) (Zp %(2, . 1)
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where

p-1 p—1 -1
q; 4 -1\ _ qi -1
(.17 () = w(l=) s

(2.16) shows that there exists a linear relation (Theorem 83 in [5]) between ¥, and ¢
ie.

(2.18) ¢ <w) = A(q) ¢ (2:1—_—1) +B(q), B+1

2078 1 2178 1

where A(q) and B(q) are constants depending upon ¢ and A4(q) # 0. Let

(2.19) ¢l - 1) (@ - D] =6(g), 1.
Then (2.18) becomes
(220) Gla.a) = A(a) G(a) + B(a) -

The most general solution of (2.20) (Theorem 84 in [5]) is

-

a—1 _
(2.21) G(q;) = klogg; or G(g;) = g'—~k—*~]
where k + 0 and « + 1 are constants, i.e.
- =l
o[ — 1) (¢t = 1)] = klogq; or e, aF 1, BE1, k40,

k

so that
¢ (x) = (" = 1) [exp, (B—1)xfk — 1], B+1, k+0
or =" = 1) [(1 + kx)®CED 1], a1, BEL, k+0.

For these values of ¢, (2.1) gives (2.13) and (2.14) respectively.

REMARKS. GENERALIZED WEIGHTS

If we take f(x) = x’in (2.1), then proceeding as in the above theorem, it can be
easily shown that non-additive inaccuracy H(P; Q) of a distribution Q with respect
to P satisfying the postulates I-1 and I-2 can be only of one of the following two
forms

H(P; Q; B,y) = (2" F —1)7! [éXPz (B - I)QLP? log, q,-)/gp?) —-1], B*1
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and
H(P; Q; 0, B,7) = (2" F - 1)7! [((zpz’(ql:—l _ 1))/Zp";:)(ﬁ—l)/(z—l) -1],
a1, f+1,

of which (2.13) and (2.14) respectively are particular cases.

3. LIMITING AND PARTICULAR CASES

L lim H(P; Q; o, B) = H(P; Q; 1, ).
a—1
This follows from the following:

(B — 1)log, (gpiq?“)

lim [log, (2' % — 1) H(P; Q; o, ) + 1)] = lim . =
a—1 a—1 o —

= (B = 1) Xpilog, q;-

1L lﬂimlH(P; 0;1,B) = — Y pilog, ¢; = Hx(P; Q).

L H(P; Q; B, B) = (2" F = 1)7' (Xpig ™" — 1), B * 1, type B inaccuracy.

L
This inaccuracy function was studied by Sharma and Ram Autar [11].

Next taking Q = P, we get

H(P; P B, B) = (2" P = 1)~  (Xpf = 1), B+1

which is information function of type f, first studied by J. Havrda and F. Charvit
[4] and later on by 1. Vajda [13] and Daroézy [2]. Further it would be noted that

;in? H(P; Q: B, B) = Hy(P; Q)

and
lim H(P; P; B, B) = — Ypilog, p;.

-1

Thus lim H(P; P; B, ) is Shannon’s entropy [12] of the distribution P.
p-1

IV. lim H(P; Q; o, B) = lim [(2' #—=1)"" (X pig;™ ")~/ —1], a%1, B+ 1
g1 g1 i

1 _
= PR log, (Zpi‘ﬁ N, a1,
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This is inaccuracy function studied by Sharma [8] such that if Q = P,

lim H(P; P; o, B) = L jog, Xp), a=*1
B-1 1 —a i

which is Rényi’s entropy [7].
The above four are limiting and particular cases. In general, we note the following
relations:

V.

(-1)  HP;0:1,8) =(2'F — 1) [exp, {(1 — B)Hk(P; Q)} — 1], B*1

where Hy(P; Q) is Kerridge’s inaccuracy;
and

(3-2) H(P; Q;a, f) = (2' 7 — 1)7" [exp, {(1 — B) H(P; Q)} — 1],
a+l, B=+1.

Remark. P = Q reduces the two non-additive inaccuracies to non-additive
entropies studied by Sharma and Mittal [9].

@
4. PROPERTIES OF GENERALIZED INACCURACY FUNCTIONS

We first list some of the simple properties:

1. H(P; Q; 1, B) is non-negative for f§ + 1.

It follows from the fact that — p; log, g, is non-negative.

2. H(P; P; 1, B) < H(P; Q; 1, B), B #+ 1 with equality iff P = Q.

It follows from the well known inequality
~Ypilog: pi = =Y pilog; g, Ypi=JYai=1
where the equality holds iff P = Q.
3.
(41)  H(P; Q;0, ) 2 (2' " — 1)7" [exp, {(B — 1) log, (Xi:piqi)} —-1], B=*1
according as o S 2.
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It follows from the inequality (page 523 in [3])
(4-2) (Zakxk)r 2 ZakXZ
4 k
according as r S 1, Y 4, = 1, by taking
3

_ ,a—1 _ _ 1
Xk =4dr 5 Qg =P, =

From this it is further easy to see that
H(P; Q;0, ) >0, for a <2, B=*1.

4. Convexity. It is basically a useful property and we enunciate it in the following
theorems.

Theorem 2. H(P; 0; 1, B) is convex N or U function of P according as p Z 1
The result follows immediately from the fact that ¢** is a convex U function of x
and (2'# — 1) 2 0 according as B S 1.

Theorem 3. H(P; Q; «, f) is convex n or U function of distribution P according as
Hao<p<l; Il<a<p;oa>1p<1
or

[ 1<p<o; p<oa<l;a< L B>1

Proof. Let Po(X) = {po(x}), .- Po(x,)} be the distribution of X such that py(x;) =
=Y a; p;(x;), where a;’s are non-negative numbers which sum to unity and {p;(x;)},
i=1

j=1,2,...,r, are some probability distributions of X.
We then have

A=j2r=:lajH(Pj;Q;a,ﬁ)—H(PO;Q;a,ﬁ), a1, B*1,
= S al(3px) ai oD - 1] @ - 1) -
— (S ol ™00 < ] @ = ) k1L pE
= [Zal T px) a0 -
—(, Tanle) @ = ) kL b1

= [Z J(f:pj(x)qa 1)(” D/(a=1) _
— (ngaj(iglpj(xi) q?—l))(ﬂ—l)/(a—l)] (21-,; _ 1)—1 w1, Bl
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Now using (4.2), we get
(5, a5 pe) ai~ )= 2 5 0§ pfo) 7)o,
i= i= i= i=

a*x1l, B+1
according as (8 — 1)/(x —1) S 1
Convexity N or U follows for 4 S 0 taing into account the nature (2' =% — 1)~" =

2 0 according as f§ s 1.
In the next theorem we prove convexity of H(P; Q; a, f) with respect to Q.

Theorem 4. H(P; Q; a, ) is convex N function of distribution Q whenever a <
<p<lorB<l,a>20r2<a< fand convex U function of Q whenever1 <

f<a<?2.
Proof. As in theorem 3, go(x;) = Y a; q;(x;), where {q;(x;)}, j=1.2,....r
i=1

are some probability distributions of X.
We then have

4 ='iajH(P;Q,-;ac,B)—H(P;Qo;x,ﬂ), a1, B*1,

=Y a(Xpigi ' (x))7Vem —)@F = 1)t
ji=1 i=1

= (X pigs ")V =T D)7 a kL, B,
i=1

=[Ya(Y pid; ' (x))P7D —
j=1" i=1

(T p{ X asa(xdp )T )T a1, B
=1 j=1

Now using (4.2) we have

(Z!a, FE) Zl"j a; (xi), «#1
i= i=

according as o § 2, and therefore

n r
L=(Y p( Y ajqx;)y )=z
i=1 i=1

(4.3)
=
2(Tpiya;g; ()TN a kL, pEL
i=1 j=1
according as o S 2 if (B — 1)/(x — 1) > 0 (the inequalities in (4.3) are reversed if

(B =Dz = 1) <0)
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Further
(4.4) (Y a3 pig ' (x)6 VD 2
Jj=1 i=1
2 VoS piar ) = w1
j=1 i=1
according as (f — 1)/(x — 1) S 1.
Combining (4.3) and (4.4) we get

A>pu for 1<f<a<?2 or a<f<1l or <1, a>2
and
L<u for 2<a<p.

Now taking into account the nature of (2! ™% — 1) the result follows.

5. CASE OF TWO VARIABLES

Let X = (xy,...,x,) and Y = (yy, ..., y,,) be two discrete random variables and
p(xi ;) = P(X = x; and Y = y;) and ¢(x; y;) = Q(X = x; and Y = y;) be the
two joint probability density functions. Then we define the non-additive joint
inaccuracies of the distribution Q with respect to distribution P of XY as follows:

H(X;Y;P; Q;1,8) =
= (21—/x - 1)_‘ [expz {(ﬂ - 1);1 ilp(xb .Vj) log, ‘I(Xi, )’j)} - 1] . B#*1,

H(X; Y; P; Q; 0, B) =

=@ = )T T P ) @ e )OI < 1], k1, B L
2

i=

The following relations are rather immediate.

Theorem 5. If X and Y are discrete statistically independent variables, then
H(X; Y; P; Q;1,8) = H(X; P; Q: 1, B) + H(Y; P; Q; 1, B) + _

+ (2" = DH(X;P; QL B)H(Y; P; Q; 1, ), B+ 1.
and
H(X:Y; P; Q;a, B) = H(X; P; Q; o B) + H(Y; P; Q; o, B) +

+ @7 = DHX: P Qi B)H(Y: P; Qs ), a1, B+1.
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Next we define the generalized conditional inaccuracy of X given Y as follows:
H(X[Y; P; Q; 1, B) =
=(2'7 = 1)~ [exp, {(B — 1)21 nglp(xi, yj)logs a(xify;)} — 11, B+ 1,
H(X|Y;P; Q;a, B) =
=@ = )T B ) )Y <] w1 pr

These are actually generalized means of H(X/Y = y;; P; Q;.,.) with weights p(y,).
Similarly H(Y/X; P; Q; 1, ) and H(Y/X; P; Q; o, f) can be defined. We then have
the following interesting relations:

Theorem 6.
H(X;Y; P; Qs 1, 8) = H(X; P; Q5 1, B) + H(Y/X; P; 0 1, f) +
+ (2" - 1)HX;P; 0; 1, ) H(Y/X; P; Q; 1, 8), B +1,
= H(Y; P; 0;1,B) + H(X|Y; P; Q; 1, B) +

+ (' = 1) H(Y; P; Q; 1, B) H(X[Y; P; Q; 1, ), B+1,
and

H(X; Y; P; Q;a, B) = H(X; P; Q; o, B) + H(Y/X; P; Qs o, B) +
+ (2" P—1)H(X; P; Q; o, B) H(Y/X; P; Qs o, B), a1, B=*1,
= H(Y; P; Q; o, B) + H(X|Y; P; Q; o, B) +

+ (2" ?=1)H(Y; P; Q; o, B) H(X|Y; P; Q: , B), a1, B*1.
CONCLUDING REMARKS

These studies were confined to the discrete case. It is proposed to report their
continuous analogs in a subsequent paper.
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