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## 1. INTRODUCTION

Mixed problems for hyperbolic equations have been investigated by many authors. Various linear and some non-linear problems for hyperbolic equations or systems of equations of an arbitrary order were discussed for two independent variables (e.g. [1], [2], [3], [13]). In this case more detailed results can be reached by means of the method of characteristics. If we consider the case of more independent variables, then a similar situation when we can consider equations of arbitrary order (including systems of the first order), occurs only in the case of the Cauchy problem (e.g. [10] in this work we can find some results for semilinear equations). In the case of the linear mixed problem some results for systems of the first order ([8]) or for equations of higher order ([11], [14], [15], [16]) were published, but a more detailed study was done in the case of one equation of second order with the Dirichlet or Neumann boundary conditions (e.g. [4], [5], [6], [7], [9], [11]).

The mixed problem of the Dirichlet type for one equation of the second order is considered also in the present work.

Let $\Omega$ be a bounded domain in $\mathbf{R}^{n}, 0<T<+\infty$, and let $L$ be a linear differential operator on $Q=\Omega \times(0, T)$ of the following form:

$$
\begin{equation*}
L=\frac{\partial^{2}}{\partial t^{2}}+a_{1}(x, t ; D) \frac{\partial}{\partial t}+a_{2}(x, t ; D) \tag{1.1}
\end{equation*}
$$

where $x \in \Omega, t \in(0, T)$,

$$
\begin{align*}
& a_{1}(x, t ; D)=\sum_{i=1}^{n} h_{i}(x, t) \frac{\partial}{\partial x_{i}}+c_{1}(x, t),  \tag{1.2}\\
& a_{2}(x, t ; D)=-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x, t) \frac{\partial}{\partial x_{j}}\right)+\sum_{i=1}^{n} b_{i}(x, t) \frac{\partial}{\partial x_{i}}+c_{2}(x, t) .
\end{align*}
$$

We shall suppose that the coefficients $h_{i}(i=1, \ldots, n)$ are real valued functions, and $a_{2}(x, t ; D)$ is an elliptic operator satisfying

$$
\begin{gather*}
a_{i j}(x, t)=\bar{a}_{j i}(x, t), \quad i, j=1, \ldots, n, \quad(x, t) \in \bar{Q}  \tag{1.4}\\
\exists \delta>0 \forall z \in \mathbf{C}^{n} \forall(x, t) \in Q: \sum_{i, j=1}^{n} a_{i j}(x, t) z_{i} \bar{z}_{j} \geqq \delta|z|^{2} . \tag{1.5}
\end{gather*}
$$

For this operator we shall consider the following problem: to find a function $u$ satisfying (in a generalized sense which will be described later) the equation

$$
\begin{equation*}
L u=f\left(x, t, u, \frac{\partial u}{\partial t}, \frac{\partial u}{\partial x_{1}}, \ldots, \frac{\partial u}{\partial x_{n}}\right), \tag{1.6}
\end{equation*}
$$

the initial conditions

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad \frac{\partial u}{\partial t}(x, 0)=u_{1}(x), \quad x \in \Omega \tag{1.7}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
u(x, t)=g(x, t), \quad(x, t) \in \partial \Omega \times(0, T) \tag{1.8}
\end{equation*}
$$

( $\partial \Omega$ denotes the boundary of the domain $\Omega$ ), where $f, u_{0}, u_{1}, g$ are given functions.
In Theorem 5.1 we shall establish the existence of a unique local solution of this problem, and then in Theorem 5.4, under the assumption of an apriori estimate, the existence of a unique global solution on the whole domain $Q$. The regularity of these solutions is also included in our results and in $\S 6$ some sufficient conditions for the existence of apriori estimates are given.

This paper was inspired by S. Mizohata's work [10] and generalizes his results in the semilinear case from the Cauchy to the mixed problem. The results obtained can be also considered as a generalization from the linear to the semilinear case of some results of S. Mizohata [11] and M. Ikawa [4] concerning the mixed problem. In the examples 1, 2 from $\S 6$ we shall show that the results of J. Sather [17], [18] are included as a particular case.

## 2. NOTATIONS

Euclidean $n$-dimensional space is denoted by $\mathbf{R}^{n}, \mathbf{C}$ denotes the open Gauss complex plane.

Lebesgue spaces $L_{p}(V)$ on a domain $V \subset \mathbf{R}^{n}$ are defined in the usual way; for $1 \leqq p<\infty$ and an integer $k \geqq 0$ we denote by $W_{p}^{(k)}(V)$ the Sobolev space of all
functions defined on $V$ which have generalized derivatives up to the order $k$ belonging to $L_{p}(V) . W_{p}^{(k)}$ is a Banach space with the norm

$$
\|u\|_{k, p}=\left(\sum_{|i| \leqq k} \int_{V}\left|D^{i} u(x)\right|^{p} \mathrm{~d} x\right)^{1 / p} .
$$

For $p=2$ it is a Hilbert space with the scalar product

$$
(u, v)_{k}=\sum_{|i| \leqq k} \int_{V} D^{i} u(x) \overline{D^{i} v(x)} \mathrm{d} x
$$

and we shall denote the norm of $u \in W_{2}^{(k)}(V)$ briefly by $\|u\|_{k}$.
Spaces $C^{(k)}(V), C^{(k), \lambda}(\bar{V}), C_{0}^{\infty}(V)$ are introduced as usual, the space ${ }^{\circ} W_{p}^{(k)}(V)$ is defined as the closure of the set $C_{0}^{\infty}(V)$ in $W_{p}^{(k)}(V)$.

We shall use the definition of smoothness of a domain $V \subset \mathbf{R}^{n}$ (notation $V \in C^{(k), \boldsymbol{\lambda}}$ ) from [12]. (Roughly speaking it means that there exists a finite system of functions of the class $C^{(k), 2}$ describing the boundary $\partial V$ of the domain $V$.)

We shall often use the following well known
Gronwall lemma. Let $f, g$ be two non-negative functions defined on the interval $\langle 0, a\rangle, a>0, f \in L_{1}(0, a), g$ non-decreasing, and let

$$
f(t) \leqq C \int_{0}^{t} f(s) \mathrm{d} s+g(t) \quad \forall t \in\langle 0, a\rangle
$$

Then

$$
f(t) \leqq e^{C t} g(t) \quad \forall t \in\langle 0, a\rangle
$$

For absolutely continuous functions this lemma can be written in the following form:

Lemma. Let $f$ be an absolutely continuous function on $\langle 0, a\rangle, a\rangle 0$ and let $g \in L_{1}(0, a)$ be a non-negative function. Let

$$
f^{\prime}(t) \leqq C f(t)+g(t) \quad \text { a.e. in }\langle 0, a\rangle .
$$

Then

$$
f(t) \leqq e^{c t}\left(f(0)+\int_{0}^{t} g(s) \mathrm{d} s \quad \forall t \in\langle 0, a\rangle\right.
$$

For $Q=V \times(0, T)\left(V \subset \mathbf{R}^{n}\right.$ a bounded domain $)$ let $C^{(k, m)}(\bar{Q})$ be the space of all functions $f \in C(\bar{Q})$ such that $f$ has all derivatives of the type $\left(\partial^{p} / \partial t^{p}\right) D_{x}^{i} f, 0 \leqq p \leqq m$, $|i| \leqq k$, belonging to $C(\bar{Q})$.

Let $B$ be a Banach space with the norm $\|\cdot\|_{B}, 0<T<\infty, k \geqq 0$ an integer. The space $C^{(k)}(0, T ; B)$ is defined as the space of all functions defined on the interval
$\langle 0, T\rangle$ with their values in the space $B$ which are $k$-times continuously differentiable in the norm $\|\cdot\|_{B} \cdot C^{(k)}(0, T ; B)$ is the Banach space with the norm

$$
\max _{i=0, \ldots, k} \sup _{t \in\langle 0, T\rangle}\left\|u^{(i)}(t)\right\|_{B}
$$

For the later use we shall introduce following formal notation:
let $V \subset \mathbf{R}^{n}$ be a domain, $k \geqq 0$ an integer. We shall say that a function $u$ belongs to the space $C\left(0, T ; H^{k}(V)\right)$, if

$$
u \in \bigcap_{i=0}^{k} C^{(i)}\left(0, T ; W_{2}^{(k-i)}(V)\right)
$$

For $u \in C\left(0, T ; H^{k}(V)\right), t \in\langle 0, T\rangle$ we define

$$
\|u(t)\|\left\|_{k}=\right\| u(t)\left\|_{k}+\right\| u^{\prime}(t)\left\|_{k-1}+\ldots+\right\| u^{(k)}(t) \|_{0}
$$

For $k \geqq 1$ we denote

$$
C\left(0, T ;{ }^{\circ} H^{k}(V)\right)=\left\{u \in C\left(0, T ; H^{k}(V)\right) ; u(t) \in{ }^{\circ} W_{2}^{(1)}(V), t \in\langle 0, T\rangle\right\} .
$$

It is easily seen that this definition of $C\left(0, T ;{ }^{\circ} H^{k}(V)\right)$ is equivalent with the conditions

$$
u \in C\left(0, T ; H^{k}(V)\right) ; \quad u^{(i)}(t) \in{ }^{\circ} W_{2}^{(1)}(V), \quad t \in\langle 0, T\rangle, \quad i=0,1, \ldots, k-1
$$

The spaces $C\left(0, T ; H^{k}(V)\right)$ and $C\left(0, T ;{ }^{\circ} H^{k}(V)\right)$ are evidently Banach spaces with the norm $\sup _{t \in\langle 0, T\rangle}\left|\|u(t) \mid\|_{k}\right.$.

Finally, let us formally denote

$$
C^{(1)}\left(0, T ; H^{k}(V)\right)=\left\{u \in C\left(0, T ; H^{k}(V)\right) ; u^{\prime} \in C\left(0, T ; H^{k}(V)\right)\right\} .
$$

## 3. LINEAR PROBLEM

We shall solve the semilinear problem (briefly formulated in $\S 1$ ) by means of succesive approximations. The solvabity of the mixed problem in the linear case plays here a basic role.

In this case we must find a solution of the linear equation

$$
\begin{equation*}
L u(x, t)=f(x, t) \tag{3.1}
\end{equation*}
$$

on $Q=\Omega \times(0, T), \Omega \subset \mathbf{R}^{n}$ is a bounded domain, $0<T<\infty$ ( $L$ is the linear differential operator introduced in $\S 1$ by relations (1.1)-(1.5)) satisfying the initial conditions

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad u^{\prime}(x, 0)=u_{1}(x) \text { for } x \in \Omega \tag{3.2}
\end{equation*}
$$

and the Dirichlet boundary condition

$$
\begin{equation*}
u(x, t)=g(x, t) \quad \text { for } \quad(x, t) \in \partial \Omega x(0, T) \tag{3.3}
\end{equation*}
$$

The classical solution of this problem is a function $u \in C^{(2)}(\bar{Q})$ satisfying the equations (3.1)-(3.3) in the usual sense.

We shall find a generalized solution, more precisely a function $u \in C\left(0, T ; H^{2}(\Omega)\right)$ such that (3.1) holds a.e. in $Q$, and (3.2) holds a.e. in $\Omega$. The equation (3.3) is now taken in the sense of traces (which is correct - by the assumption, $u(t) \in W_{2}^{(1)}(\Omega)$ ) and because a smooth function defined on $\partial \Omega$ can be extended on the whole domain $\Omega$ (see e.g. [12]), we shall assume the function $g$ to be defined apriori on the whole domain $Q$ and to be of the same class as the function $u$. The boundary condition (3.3) can be then written in the form

$$
\begin{equation*}
u-g \in C\left(0, T ;{ }^{\circ} H^{2}(\Omega)\right) \tag{3.4}
\end{equation*}
$$

Agreement. For the sake of brevity of notation we shall omit letter $\Omega$ in the Sobolev spaces and write only $W_{2}^{(k)}$ instead of $W_{2}^{(k)}(\Omega), C\left(0, T ; H^{k}\right)$ instead of $C\left(0, T ; H^{k}(\Omega)\right)$; full notation will be used only for other spaces as e.g. $L_{2}(Q), C^{(k)}(\bar{Q})$.

If $u \in C\left(0, T ; H^{k}\right), k \geqq 2$, is a generalized solution of our problem, we have $f \in$ $\in C\left(0, T ; H^{k-2}\right), u_{0} \in W_{2}^{(k)}, u_{1} \in W_{2}^{(k-1)}$ from the equations (3.1), (3.2), and by agreement $g \in C\left(0, T ; H^{k}\right)$. From the definition of the generalized solution it further follows that the following necessary conditions for the existence of a generalized solution $u \in C\left(0, T ; H^{k}\right)$ must hold:

$$
\begin{equation*}
u^{(i)}(0)-g^{(i)}(0) \in{ }^{\circ} W_{2}^{(1)}, \quad i=0,1, \ldots, k-1 \tag{3.5}
\end{equation*}
$$

Differentiating with respect to $t$ the equation (3.1) we obtain

$$
\begin{align*}
u^{(i)}(0) & =f^{(i-2)}(0)-\sum_{j=0}^{i-2}\binom{i-2}{j}\left(a_{1}^{(i-2-j)}(x, 0 ; D) u^{(j+1)}(0)+\right.  \tag{3.6}\\
& \left.+a_{2}^{(i-2-j)}(x, 0 ; D) u^{(j)}(0)\right), \quad i=2,3, \ldots, k-1
\end{align*}
$$

where we use the notation

$$
\begin{align*}
& a_{1}^{(j)}(x, t ; D)=\sum_{p=1}^{n} h_{p}^{(j)}(x, t) \frac{\partial}{\partial x_{p}}+c_{1}^{(j)}(x, t),  \tag{3.7}\\
& a_{2}^{(j)}(x, t ; D)=-\sum_{p, q=1}^{n} \frac{\partial}{\partial x_{p}}\left(a_{p q}^{(j)}(x, t) \frac{\partial}{\partial x_{q}}\right)+\sum_{p=1}^{n} b_{p}^{(j)}(x, t) \frac{\partial}{\partial x_{p}}+c_{2}^{(j)}(x, t) .
\end{align*}
$$

Now we see that $u^{(i)}(0), i=2,3, \ldots, k-1$ can be successively expressed from the relations (3.6) by means of the given functions $u_{0}, u_{1}, f$ and their derivatives, hence the condition (3.5) contains only known functions. The necessary conditions (3.5) for the
existence of a generalized solution of the class $C\left(0, T ; H^{k}\right)(k \geqq 2)$ will be called the compatibility conditions of order $k$.

Similar mixed linear problems have been solved in various papers, e.g. [4]-[7], [11]. By the same method as in [4] (by means of the theory of analytic semigroups) we can prove the following existence theorem for the linear problem:

Theorem 3.1. Let $k \geqq 2$ be an integer and let the following assumptions hold:

$$
\begin{gathered}
\Omega \in C^{(k+1), 1}, \quad a_{i j} \in C^{(1,1)}(\bar{Q}) \cap C^{(k-1)}(\bar{Q}), \quad h_{i} \in C^{(\max 1, k-2)}(\bar{Q}), \\
b_{i}, c_{p} \in C^{(0,1)}(\bar{Q}) \cap C^{(k-2)}(\bar{Q}), \quad i, j=1, \ldots, n, \quad p=1,2 .
\end{gathered}
$$

Let

$$
\begin{gathered}
f \in C\left(0, T ; H^{k-2}\right) \cap C^{(k-1)}\left(0, T ; L_{2}\right), \\
u_{0} \in W_{2}^{(k)}, \quad u_{1} \in W_{2}^{(k-1)}, \quad g \in C^{(1)}\left(0, T ; H^{k}\right),
\end{gathered}
$$

be such functions that the compatibility conditions (3.5) of order $k$ hold.
Then there exists a generalized solution $u \in C\left(0, T ; H^{k}\right)$ of the problem (3.1), (3.2), (3.4) satisfying the energy inequality

$$
\begin{align*}
& \|u(t) \mid\|_{k} \leqq C(T)\left(\left\|u_{0}\right\|_{k}+\left\|u_{1}\right\|_{k-1}+\| \| f(t)\| \|_{k-2}+\right.  \tag{3.8}\\
+ & \left|\left\|f ( 0 ) \left|\left\|_{k-2}+\int_{0}^{t}\left|\left\|g^{\prime}(s) \mid\right\|_{k} \mathrm{~d} s+\int_{0}^{t}\left\|f^{(k-1)}(s)\right\|_{0} \mathrm{~d} s\right)\right.\right.\right.\right.
\end{align*}
$$

Moreover, the solution of this problem is unique.

## 4. COMPOSITE FUNCTIONS AND EXTENSIONS OF INITIAL VALUES

Since we want to solve the semilinear equation (1.6), we shall state here first of all some propositions about composite functions of the required type. These propositions are of a form similar to that in [10], Chap. V, but the proofs are a bit different and we shall give them at least in a brief form.

We admit also complex-valued solutions of the equation (1.6), therefore we must take account of functions of the type $f(x, t, v)$ defined for $x \in \bar{\Omega} \subset \mathbf{R}^{n}, t \in\langle 0, T\rangle$, $v \in \mathbf{C}^{m}$. Such a function $f$ of $n+1+m$ variables can be interpreted in the usual way as a function $\tilde{f}$ of $n+1+2 m$ real variables $(f(x, t, v)=\tilde{f}(x, t, \operatorname{Re} v, \operatorname{Im} v))$. We shall say that a function $f$ of the mentioned type is of the class $\bar{C}^{(k), \lambda}\left(\bar{Q} \times \mathbb{C}^{m}\right)$ if $\tilde{f} \in C^{(k)}\left(\bar{Q} \times \mathbf{R}^{2 m}\right)$ and $D^{\alpha} \tilde{f}(x, t,$.$) is the \lambda$-Hölder locally continuous function of $2 m$ real variables $v_{1}, \ldots, v_{2 m}$ for each $(x, t) \in \bar{Q},|\alpha|=k$.

For partial derivatives of $f$ with respect to the complex variable we shall use the evident notation $\partial f / \partial \operatorname{Rev}, \partial f / \partial \operatorname{Im} v, \partial f / \partial v=(\partial f / \partial \operatorname{Re} v ; \partial f / \partial \operatorname{Im} v)$. Then if $f \in$ $\epsilon \bar{C}^{(1)}(\mathbf{C}), u \in C^{(1)}\left(\mathbf{R}^{1}\right)$, the function $F(x)=f(u(x))$ is of the class $C^{(1)}\left(\mathbf{R}^{1}\right)$ and

$$
F^{\prime}(x)=\frac{\mathrm{d} f}{\mathrm{~d} u}(u(x)) \cdot u^{\prime}(x)\left(u^{\prime}(x)=\left(\operatorname{Re} u^{\prime}(x) ; \quad \operatorname{Im} u^{\prime}(x)\right)\right.
$$

Let us formulate one lemma which will be used later:
Lemma 4.1. Let $\Omega \subset \mathbf{R}^{n}$ be a bounded domain of the class $C^{(0), 1}$ and $u_{i} \in$ $\in C^{(k)}\left(0, T ; W_{2}^{\left([n / 2]+N-k_{i}\right)}\right), i=1, \ldots, q$, where $N \geqq 1, k \geqq 0,0 \leqq k_{i} \leqq[n / 2]+$ $+N-1$ are integers. Suppose that the $n$-indices $v_{i}(i=1, \ldots, q)$ are such that $\left|v_{i}\right| \leqq[n / 2]+N-k_{i}-1$ and $\sum_{i=1}^{q}\left|v_{i}\right| \leqq[n / 2]+N-\sum k_{i}$. Then

$$
D^{v_{1}} u_{1} \cdot D^{v_{2}} u_{2} \ldots . . D^{v_{q}} u_{q} \in C^{(k)}\left(0, T ; L_{2}\right)
$$

and there exists a constant $C>0$ independent of $u_{i}$, $t$ such that

$$
\left\|D^{v_{1}} u_{1}(t) . D^{v_{2}} u_{2}(t) \ldots D^{v_{q}} u_{q}(t)\right\|_{0} \leqq C \prod_{i=1}^{q}\left\|u_{i}(t)\right\|_{[n / 2]+N-k_{i}} .
$$

This lemma can be proved by means of imbedding theorems in the Sobolev spaces.
For function $f \in \bar{C}^{(k)}\left(\bar{Q} \times \mathbf{C}^{m}\right)$ and $b \geqq 0$ let us denote

$$
\begin{equation*}
M(b)=\max _{|\alpha| \leqq k} \sup _{(x, t) \in Q} \sup _{\left|v_{i}\right| \leqq b}\left|D^{\alpha} f\left(x, t, v_{1}, \ldots, v^{m}\right)\right| \tag{4.1}
\end{equation*}
$$

Theorem 4.2. Let $f \in \bar{C}^{(k)}\left(\bar{Q} \times \mathbf{C}^{m}\right)$, where $Q=\Omega \times(0, T), \Omega \subset \mathbf{R}^{n}$ is a bounded domain of the class $C^{(0), 1}, k \geqq[n / 2]+1$, and let functions $u_{i} \in C\left(0, T ; H^{k}\right), i=$ $=1, \ldots, m$, satisfy the estimate

$$
\left|u_{i}(x, t)\right| \leqq b, \quad(x, t) \in \bar{Q}, \quad i=1,2, \ldots, m
$$

for $a$ constant $b \geqq 0$. If we set

$$
F(x, t)=f\left(x, t, u_{1}(x, t), \ldots, u_{m}(x, t)\right)
$$

then:
(i) $F \in C\left(0, T ; H^{k}\right)$;
(ii) the generalized derivatives of the function $F$ may be evaluated formally as derivatives of a composite function;
(iii) there exists a constant $C>0$ independent of $f, x, t, u_{1}, \ldots, u_{m}$ such that for each $t \in\langle 0, T\rangle$ the estimate

$$
\begin{equation*}
\|\mid F(t)\| \|_{k} \leqq C . M(b)\left(1+\sum_{i=1}^{m}\| \| u_{i}(t)\| \|_{k}^{k}\right) \tag{4.2}
\end{equation*}
$$

holds.

Proof. Let us denote $u(x, t)=\left(u_{1}(x, t), \ldots, u_{m}(x, t)\right)$.

1. Let $t \in\langle 0, T\rangle$ and let us prove $F(., t) \in W_{2}^{(k)}$ : We have $u_{i}(., t) \in L_{2}, \partial u_{i} / \partial x_{q} \in L_{2}$, therefore $u_{i}(., t)$ are absolutely continuous on almost each parallel with the axis $x_{q}$ and (if $\left[\partial / \partial x_{q}\right]$ denotes the derivative in the classical sense) $\partial u_{i} / \partial x_{q}=\left[\partial u_{i} / \partial x_{q}\right]$ a.e. in $\Omega$ (see e.g. [12]).

According to our assumptions, for each $(x, t) \in \bar{Q}$ we have $|F(x, t)| \leqq M(b)$ and therefore $F(., t) \in L_{2}$.

From the above mentioned facts and the assumptions of the theorem we immediately get: $F(., t)$ is absolutely continuous on almost each parallel with the axis $x_{q}$ and and $\left[\partial F / \partial x_{q}\right](., t) \in L_{2}$, therefore $\partial F / \partial x_{q}=\left[\partial F / \partial x_{q}\right]$ and consequently $F(., t) \in W_{2}^{(1)}$ (and the item (ii) from our theorem holds).

This process can be repeated up to order $k$, except that we must use Lemma 4.1 to prove that $\left[D_{x}^{\alpha} F\right](., t) \in L_{2},|\alpha|>1$.

Finally, we obtain $F(., t) \in W_{2}^{(k)}$ and from the expression for the derivatives of $F$ we obtain (again using Lemma 4.1) the estimate

$$
\|F(t)\|_{k} \leqq C . M(b)\left(1+\sum_{i=1}^{m}\left\|u_{i}(t)\right\|_{k}^{k}\right) .
$$

2. $F$ has the generalized derivative with respect to $t$ : The proof is analogous as in the item 1 , because if $u \in C^{(1)}\left(0, T ; L_{2}\right)$, then $u$ has the generalized derivative $\partial u / \partial t \in$ $\in L_{2}(Q)$.
3. 

$$
\frac{\partial F}{\partial t}(., t) \in W_{2}^{(k-1)} \quad \text { for } \quad t \in\langle 0, T\rangle:
$$

We have

$$
\left[\frac{\partial F}{\partial t}\right](x, t)=\frac{\partial f}{\partial t}(x, t, u(x, t))+\sum \frac{\partial f}{\partial u_{i}}(x, t, u(x, t)) u_{i}^{\prime}(x, t) \quad \text { for a.e. } \quad x \in \Omega .
$$

Applying to this expression the same method as in the item 1 we obtain the required proposition.
4. In this way we obtain successively: there exists $\left(\partial^{i} F / \partial t^{i}\right)(., t) \in W_{2}^{(k-i)}, i=$ $=0,1, \ldots, k$ and for each $t \in\langle 0, T\rangle$ the inequality (4.2) holds.
5. Continuity and differentiability of $F$ in the required norms can be proved by writting the derivatives of $F$ as derivatives of a composite function with the help of Lemma 4.1.

Theorem 4.3. Let $\Omega, Q, k$ satisfy the assumptions of Theorem 4.2 , let $f \in \bar{C}^{(k), \lambda}(\bar{Q} \times$ $\left.\times \mathbf{C}^{m}\right), \lambda \in(0,1\rangle$ and let functions $u_{i j} \in C\left(0, T ; H^{k}\right), i=1, \ldots, m, j=1,2$ satisfy the inequality

$$
\max _{t, i, j}\| \| u_{i j}(t)\| \|_{k} \leqq b
$$

for some constant $b \geqq 0$. If we set

$$
F_{j}(x, t)=f\left(x, t, u_{1 j}(x, t), \ldots, u_{m j}(x, t)\right), \quad j=1,2,
$$

then $F_{j} \in C\left(0, T ; H^{k}\right)$ and there exists a constant $K(b) \geqq 0$ independent of $u_{i j}, t$ such that for each $t \in\langle 0, T\rangle$ we have

$$
\begin{equation*}
\left\|\mid F_{1}(t)-F_{2}(t)\right\|\left\|_{k} \leqq K(b) \cdot \max _{\mu=\lambda, 1} \sum_{i=1}^{m}\right\|\left\|u_{i 1}(t)-u_{i 2}(t)\right\| \|_{k}^{\mu} \tag{4.3}
\end{equation*}
$$

Proof. Since $k \geqq[n / 2]+1$, the Sobolev imbedding theorem implies that there exists a constant $S>0$ such that

$$
\max _{i, j}\left|u_{i j}(x, t)\right| \leqq S . \max _{i, j}\| \| u_{i j}(t)\| \|_{k} \leqq S b, \quad(x, t) \in \bar{Q}
$$

and hence Theorem 4.2 yields $F_{j} \in C\left(0, T ; H^{k}\right)$. According to this theorem we also obtain an explicit expression for the derivatives of $F_{j}$ and the estimate (4.3) can be derived by direct computation with the help of Lemma 4.1.

From Theorems 4.2, 4.3 it immediately follows
Theorem 4.4. Let $\Omega, Q, k$ satisfy the assumptions of Theorem 4.2 , let $f \in \bar{C}^{(\boldsymbol{*})}(\bar{Q} \times$ $\left.\times \mathbf{C}^{n+2}\right)$ and let functions $u_{i} \in C\left(0, T ; H^{k+1}\right), i=1,2$ satisfy the inequality

$$
\max _{t, i}\| \| u_{i}(t)\| \|_{k+1} \leqq b
$$

for $a$ constant $b \geqq 0$. If we set

$$
F_{i}(x, t)=f\left(x, t, u_{i}(x, t), \quad u_{i}^{\prime}(x, t), \quad \frac{\partial u_{i}}{\partial x_{1}}(x, t), \ldots, \frac{\partial u_{i}}{\partial x_{n}}(x, t)\right), \quad i=1,2,
$$

then
(i) $F_{j} \in C\left(0, T ; H^{k}\right), i=1,2$;
(ii) the generalized derivatives of the functions $F_{i}$ may be evaluated formally as derivatives of a composite function;
(iii) there exists a constant $C>0$ independent of $f, x, t, u_{i}$ such that for each $t \in\langle 0, T\rangle$ the estimates

$$
\begin{equation*}
\left\|F_{i}(t)\right\|_{k} \leqq C . M(S b)\left(1+\| \| u_{i}(t)\| \|_{k+1}^{k}\right), \quad i=1,2 \tag{4.4}
\end{equation*}
$$

hold;
(iv) moreover, if $f \in \bar{C}^{(k), \lambda}\left(\bar{Q} \times \mathbf{C}^{n+2}\right)$ for $\lambda \in(0,1\rangle$, then there exists a constant $K(b)>0$ independent of $t, u_{i}$ such that for each $t \in\langle 0, T\rangle$ we have

$$
\begin{equation*}
\|\mid\| F_{1}(t)-F_{2}(t)\| \|_{k} \leqq K(b) \cdot \max _{\mu=\lambda, 1}\left(\left\|\mid u_{1}(t)-u_{2}(t)\right\| \|_{k+1}^{\mu}\right) . \tag{4.5}
\end{equation*}
$$

We shall solve the semilinear problem by means of successive approximations. Taking into account the compatibility conditions, we shall have to make a suitable choice of the initial approximation. To this purpose we shall use the following

Theorem 4.5. Let $\Omega \subset \mathbf{R}^{n}$ be a bounded domain of the class $C^{(0), 1}$, let $k \geqq 1$ be an integer, $T>0$ and let $u_{i} \in W_{2}^{(k-i)}, i=0,1, \ldots, k-1$.

Then there exists a function $U \in C\left(0, T ; H^{k}\right)$ such that

$$
U^{(i)}(0)=u_{i} \quad \text { for } \quad i=0,1, \ldots, k-1
$$

and

$$
\|U(t) \mid\|_{k} \leqq C_{T} \sum_{i=0}^{k-1}\left\|u_{i}\right\|_{k-i}
$$

where $C_{T} \leqq 0$ is a constant independent of $u_{i}$.
This theorem can be proved analogously as in [19], Chap. III and therefore we omit the proof.

## 5. SEMILINEAR PROBLEM

In the present paragraph we shall solve the semilinear problem indicated in $\S 1$.
Let $L$ be a linear hyperbolic differential operator given by relations (1.1)-(1.5) on a domain $Q=\Omega \times(0, T)$, where $\Omega$ is a bounded domain in $\mathbf{R}^{n}, 0<T<\infty$. Given functions $u_{0}(x), u_{1}(x), g(x, t), h(x, t)$ and a sufficiently smooth function $f\left(x, t, v_{1}, \ldots\right.$ $\left.\ldots, v_{2+n}\right)$ (defined on $\bar{Q} \times \mathbf{C}^{2+n}$ ) we want to find a function $u \in C\left(0, T ; H^{k}\right), k \geqq 2$ such that

$$
\begin{gather*}
u(0)=u_{0}, \quad u^{\prime}(0)=u_{1} \\
u-g \in C\left(0, T ;{ }^{\circ} H^{k}\right)  \tag{5.1}\\
L u(x, t)=f\left(x, t, u(x, t), u^{\prime}(x, t), \frac{\partial u}{\partial x_{1}}(x, t), \ldots, \frac{\partial u}{\partial x_{n}}(x, t)\right)+h(x, t)
\end{gather*}
$$

Naturally, the compatibility conditions must hold also for the semilinear problem (5.1), i.e., the relations

$$
\begin{equation*}
u^{(i)}(0)-g^{(i)}(0) \in{ }^{\circ} W_{2}^{(1)}, \quad i=0,1, \ldots, k-1 \tag{5.2}
\end{equation*}
$$

must be satisfied. If we denote

$$
F(x, t)=f\left(x, t, u(x, t), \quad u^{\prime}(x, t), \quad \frac{\partial u}{\partial x_{1}}(x, t), \ldots\right)
$$

we obtain from the equation (5.1):

$$
\begin{gather*}
u^{(i)}(0)=F^{(i-2)}(0)+h^{(i-2)}(0)-\sum_{j=0}^{i-2}\binom{i-2}{j}  \tag{5.3}\\
.\left(a_{1}^{(i-2-j)}(x, 0 ; D) u^{(j+1)}(0)+a_{2}^{(i-2-j)}(x, 0 ; D) u^{(j)}(0)\right)
\end{gather*}
$$

for $i=2,3, \ldots, k-1$. But (if $f$ is sufficiently smooth) according to Theorem 4.4 we have the expression

$$
\begin{align*}
F^{(i-2)}(x, 0)= & f^{(i-2)}\left(x, 0, u_{0}(x), u_{1}(x), \frac{\partial u_{0}}{\partial x_{1}}(x), \ldots, \frac{\partial u_{0}}{\partial x_{n}}(x)\right)+  \tag{5.4}\\
& +\sum_{\alpha} C_{\alpha} D_{t, v}^{\alpha} f\left(x, 0, u_{0}(x), \ldots\right) \cdot S_{\alpha}(x)
\end{align*}
$$

for the derivatives of $F$. Here $S_{\alpha}(x)$ are products containing derivatives of the functions $u, u^{\prime}, \partial u / \partial x_{i}$ with respect to $t$ of order at most $i-2$, i.e. derivatives of the functions $u(0), u^{\prime}(0), \ldots, u^{(i-1)}(0)$ with respect to $x_{i}$. Therefore (as well as in the linear case) we can successively express $u^{(i)}(0)$ by means of $u_{0}, u_{1}, f, h$ and, consequently, the compatibility conditions (5.2) contain only known functions.

We shall suppose that for the coefficients of the operator $L$ and for the domain $\Omega$ the assumptions of Theorem 3.1 hold for an integer $k \geqq[n / 2]+2$. Further, let

$$
\begin{gathered}
u_{0} \in W_{2}^{(k)}, \quad u_{1} \in W_{2}^{(k-1)}, \quad f \in \bar{C}^{(k-1), \lambda}\left(\bar{Q} \times \mathbf{C}^{n+2}\right), \quad \lambda \in(0,1\rangle, \\
h \in C\left(0, T ; H^{k-2}\right) \cap C^{(k-1)}\left(0, T ; L_{2}\right), \quad g \in C^{(1)}\left(0, T ; H^{k}\right)
\end{gathered}
$$

be such functions that the compatibility conditions (5.2) hold
As we said, the solution of the problem (5.1) will be found by means of successive approximations. First of all, according to Theorem 4.5 there exists a function $v_{0} \in C\left(0, T ; H^{k}\right)$ such that

$$
\begin{equation*}
v_{0}^{(i)}(0)=u^{(i)}(0), \quad i=0,1, \ldots, k-1 \tag{5.5}
\end{equation*}
$$

(where $u^{(i)}(0)$ are the known functions from (5.3)).
Put

$$
F_{0}(x, t)=f\left(x, t, v_{0}(x, t), \quad v_{0}^{\prime}(x, t), \quad \frac{\partial v_{0}}{\partial x_{1}}(x, t), \ldots\right) .
$$

From Theorem 4.4 it follows that $F_{0} \in C\left(0, T ; H^{k-1}\right)$, and if we express the derivatives of $F_{0}$ analogously as in (5.4) we see (taking into account (5.5)) that for $u_{0}, u_{1}, g$, $F_{0}+h$ the "linear" compatibility conditions of order $k$ hold. Consequently, Theorem 3.1 implies the existence of a function $v_{1} \in C\left(0, T ; H^{k}\right)$ such that

$$
v_{1}-g \in C\left(0, T ;{ }^{\circ} H^{k}\right), \quad v_{1}(0)=u_{0}, \quad v_{1}^{\prime}(0)=u_{1}, \quad L v_{1}(t)=F_{0}(t)+h(t) .
$$

Put $F_{1}(x, t)=f\left(x, t, v_{1}(x, t), v_{1}^{\prime}(x, t), \ldots\right)$. It is easily seen that for $u_{0}, u_{1}, g, F_{1}+h$ the "linear" compatibility conditions hold again and we can repeat the above reasoning.

Step by step we construct a sequence $\left\{v_{q}\right\}_{q=0}^{\infty} \subset C\left(0, T ; H^{k}\right)$ such that

$$
\begin{gather*}
v_{q}(0)=u_{0}, \quad v_{q}^{\prime}(0)=u_{1}, \quad v_{q}-g \in C\left(0, T ;{ }^{\circ} H^{k}\right),  \tag{5.6}\\
L v_{q}(t)=F_{q-1}(t)+h(t), \quad q=1,2,3, \ldots
\end{gather*}
$$

Here we use the notation

$$
\begin{equation*}
F_{q}(x, t)=f\left(x, t, v_{q}(x, t), v_{q}^{\prime}(x, t), \frac{\partial v_{q}}{\partial x_{1}}(x, t), \ldots\right) \tag{5.7}
\end{equation*}
$$

Now we shall prove that there exists a constant $B>0$ and $\Delta \in(0, T\rangle$ such that

$$
\begin{equation*}
\left\|\left\|v_{q}(t)\right\|\right\|_{k} \leqq B, \quad t \in\langle 0, \Delta\rangle, \quad q=0,1, \ldots \tag{5.8}
\end{equation*}
$$

Let us denote

$$
\begin{gather*}
\beta=\sup _{\langle 0, T\rangle}\| \| v_{0}(t) \mid \|_{k},  \tag{5.9}\\
\gamma=\left\|u_{0}\right\|_{k}+\left\|u_{1}\right\|_{k-1}+\| \| g(0)\| \|_{k}+2\| \| F_{q}(0)\| \|_{k-2}+  \tag{5.10}\\
+\int_{0}^{T}\| \| g^{\prime}(s)\| \|_{k} \mathrm{~d} s+2 \sup _{\langle 0, T\rangle}\|h(t)\|_{k-2}+\int_{0}^{T}\left\|h^{(k-1)}(s)\right\|_{0} \mathrm{~d} s .
\end{gather*}
$$

Since $\left|\left|\left|F_{q}(0)\right| \|_{k-2}\right.\right.$ does not depend on $q=0,1, \ldots$ our definition of $\gamma$ is correet.
Now for $F_{q} \in C\left(0, T ; H^{k-1}\right)$ we can write

$$
\left\|\left|| F _ { q } ( t ) | \left\|_{k-2} \leqq\left|\left\|F_{q}(0)\right\|\left\|_{k-2}+\int_{0}^{t} \mid\right\| F_{q}^{\prime}(s)\| \|_{k-2} \mathrm{~d} s\right.\right.\right.\right.
$$

therefore the energy inequality (3.8) implies

$$
\begin{equation*}
\left|\left\|v_{q}(t) \mid\right\|_{k} \leqq C(T)\left(\gamma+\int_{0}^{t}\left|\left\|F_{q-1}(s) \mid\right\|_{k-1} \mathrm{~d} s\right)\right.\right. \tag{5.11}
\end{equation*}
$$

Put

$$
\begin{equation*}
B=C(T)(\beta+\gamma+1) \tag{5.12}
\end{equation*}
$$

Evidently $\left|\left\|v_{0}(t)|\||_{k} \leqq B\right.\right.$ for $t \in\langle 0, T\rangle$ and then we have from Theorem 4.4 for $s \in\langle 0, T\rangle$

$$
\left\|\mid F_{0}(s)\right\|_{k-1} \leqq C \cdot M(S B) \cdot\left(1+\| \| v_{0}(s)\| \|_{k}^{k}\right) \leqq C \cdot M(S B) \cdot\left(1+B^{k}\right) .
$$

Hence we obtain from (5.11) for $t \in\langle 0, \Delta\rangle$ where $\Delta \in(0, T\rangle$,

$$
\begin{gathered}
\left\|\left\|v_{1}(t) \mid\right\|_{k} \leqq C(T) \cdot\left(\gamma+\int_{0}^{\Delta} \mid\left\|F_{0}(s)\right\| \|_{k-1} \mathrm{~d} s\right) \leqq\right. \\
C(T) \cdot\left(\gamma+\Delta\left(C \cdot M(S B)\left(1+B^{k}\right)\right)\right) \cdot
\end{gathered}
$$

If we put

$$
\begin{equation*}
\Delta=\min \left(T, \frac{1}{C \cdot(1+M(S B)) \cdot\left(1+B^{k}\right)}\right), \tag{5.13}
\end{equation*}
$$

we have $\left\|\left\|v_{1}(t)\right\|\right\|_{k} \leqq C(T) \cdot(\gamma+1) \leqq B$. Now we can prove by induction that for our $B, \Delta(5.8)$ holds.

Further we shall show that $\left\{v_{q}\right\}$ is a Cauchy sequence in $C\left(0, \Delta ; H^{k}\right)$ :
From (5.6) we have

$$
\begin{gathered}
\left(v_{q+1}-v_{q}\right)(0)=0, \quad\left(v_{q+1}-v_{q}\right)^{\prime}(0)=0, \quad v_{q+1}-v_{q} \in C\left(0, \Delta ;{ }^{\circ} H^{k}\right), \\
L\left(v_{q+1}-v_{q}\right)(t)=F_{q}(t)-F_{q-1}(t), \quad q=1,2, \ldots
\end{gathered}
$$

Consequently, it follows from the energy inequality (3.8)

$$
\left\|\left\|v_{q+1}(t)-v_{q}(t)\left|\left\|_{k} \leqq C(T) \int_{0}^{t}\right\|\right| F_{q}(s)-F_{q-1}(s)\right\|_{k-1} \mathrm{~d} s, \quad q=1,2, \ldots\right.
$$

Since (5.8) holds, we have from Theorem 4.4

$$
\left\|\left|\left|F_{q}(s)-F_{q-1}(s)\right|\left\|_{k-1} \leqq K(B) \max _{\mu=\lambda, 1}\right\| v_{q}(s)-v_{q-1}(s)\| \|_{k}^{\mu}\right.\right.
$$

for $q=1,2, \ldots, s \in\langle 0, \Delta\rangle(K(B)$ does not depend on $q, s)$. Consequently

$$
\left\|\left|v_{q+1}(t)-v_{q}(t)\right|\right\|_{k} \leqq C(T) K(B) \int_{0}^{t} \max _{\mu=\lambda, 1}\| \| v_{q}(s)-v_{q-1}(s)\| \|_{k}^{\mu} \mathrm{d} s
$$

for $q=1,2, \ldots, t \in\langle 0, \Delta\rangle$.
Now, since the constant $C$ from Theorem 4.4 can be taken $\geqq 1$, we have $\Delta \leqq 1$ and if we denote

$$
A=\max (1, C(T) K(B)), \quad a=\max _{\mu=\lambda, 1}\left(\sup _{\langle 0, \Delta\rangle}\left\|v_{1}(s)-v_{0}(s)\right\| \|_{k}^{\mu}, 1\right)
$$

we obtain:

$$
\begin{aligned}
\left\|\left\|v_{2}(t)-v_{1}(t)\right\|_{k}\right. & \leqq a A t \\
\left\|v_{3}(t)-v_{2}(t)\right\|_{k} & \leqq A_{0} \int_{0}^{t}\left((a A s)^{\lambda}+a A s\right) \mathrm{d} s \leqq a A^{2} \int_{0}^{t}\left(s^{\lambda}+s\right) \mathrm{d} s \leqq \\
& \leqq a \cdot 2 A^{2} t^{\lambda+1}(\lambda+1)^{-1} \leqq a \cdot 2 A^{2} t^{\lambda+1}(\lambda+1)^{-\lambda} .
\end{aligned}
$$

Let us introduce $\lambda_{q}, q=0,1,2, \ldots$ by relations

$$
\lambda_{0} \equiv 1 ; \quad \lambda_{1} \equiv \lambda, \quad \lambda_{2} \equiv \lambda^{\lambda}, \ldots, \lambda_{q+1}=\lambda_{q}^{\lambda}, \ldots
$$

(evidently $\lambda=\lambda_{1} \leqq \lambda_{2} \leqq \ldots \leqq 1$ ).
Now we prove by induction

$$
\begin{equation*}
\left.\left\|\mid v_{q+1}(t)-v_{q}(t)\right\| \|_{k} \leqq a \cdot 2^{q-1} A^{q} t^{((q-1) \lambda)^{\lambda_{q}-2}+1} \prod_{p=1}^{q-1}\left((p \lambda)^{\lambda_{p-1}}+1\right)^{-\lambda}\right) \tag{5.14}
\end{equation*}
$$

for $q=2,3,4, \ldots$ For $q=2(5.14)$ holds, and if we suppose that (5.14) holds for some $q>2$, we have

$$
\begin{aligned}
& \left\|\left\|v_{q+2}(t)-v_{q+1}(t)\right\|\right\|_{k} \leqq A \int_{0}^{t} \sum_{\mu=\lambda, 1}\| \| v_{q+1}(s)-v_{q}(s)\| \|_{k}^{\mu} \mathrm{d} s \leqq \\
& \leqq a \cdot 2^{q} A^{q+1} t^{\left.t((q-1) \lambda)^{\lambda_{q}-2}+1\right)^{\lambda^{2}+1}}\left[\left(((q-1) \lambda)^{\lambda_{q-2}}+1\right)^{\lambda}+1\right]^{-1} . \\
& \quad \cdot\left[\prod_{p=1}^{q-1}\left((p \lambda)^{\lambda_{p-1}}+1\right)\right]^{-\lambda} \leqq \\
& \leqq a \cdot 2^{q} A^{q+1} t^{(q \lambda)^{\lambda_{q-1}}+1}\left((q \lambda)^{\lambda_{q-1}}+1\right)^{-1}\left(\prod_{p=1}^{q-1}\left((p \lambda)^{\lambda_{p-1}}+1\right)\right)^{-\lambda}
\end{aligned}
$$

because

$$
((q-1) \lambda)^{\lambda_{q}-2}+1 \geqq((q-1) \lambda)^{\lambda_{q}-2}+\lambda^{\lambda_{q-2}} \geqq(q \lambda)^{\lambda_{q}-2} .
$$

Further

$$
(q \lambda)^{\lambda_{q-1}}+1 \geqq\left((q \lambda)^{\lambda_{q-1}}+1\right)^{\lambda}
$$

and immediately we see that (5.14) holds for $q+1$.
From (5.14) it follows $(t \leqq \Delta \leqq 1)$ :

$$
\left\|\left\|v_{q+1}(t)-v_{q}(t)\right\|\right\|_{k} \leqq a \cdot 2^{q-1} A^{q} \prod_{p=1}^{q-1}\left((p \lambda)^{\lambda_{p-1}}+1\right)^{-\lambda} \equiv \alpha_{q}
$$

for $q=2,3, \ldots$, and from this relation it is seen that $\left\{v_{q}\right\}$ is a Cauchy sequence in $C\left(0, \Delta ; H^{k}\right)$, because $\sum_{q=2}^{\infty} \alpha_{q}$ is a convergent series (we have $\lim _{q \rightarrow \infty} \lambda_{q}=1$ ).

Therefore there exists $u \in C\left(0, \Delta ; H^{k}\right)$ such that $u=\lim v_{q}$ in $C\left(0, \Delta ; H^{k}\right)$. From (5.6) it follows

$$
u-g \in C\left(0, \Delta ;{ }^{\circ} H^{k}\right), \quad u(0)=u_{0}, \quad u^{\prime}(0)=u_{1}
$$

and

$$
\begin{equation*}
\left\|\|u(t) \mid\|_{k} \leqq B \quad \text { for } \quad t \in\langle 0, \Delta\rangle\right. \tag{5.15}
\end{equation*}
$$

Further $L v_{q} \rightarrow L u$ in $C\left(0, \Delta ; W_{2}^{(k-2)}\right)$ when $q \rightarrow \infty$, because $L$ is a continuous operator from $C\left(0, \Delta ; H^{k}\right)$ to $C\left(0, \Delta ; W_{2}^{(k-2)}\right)$.

From (5.8), (5.15) and Theorem 4.4 applied to the function

$$
F(x, t)=f\left(x, t, u(x, t), \quad u^{\prime}(x, t) \frac{\partial u}{\partial x_{1}}(x, t), \ldots, \frac{\partial u}{\partial x_{n}}(x, t)\right)
$$

we have

$$
\left\|F(t)-F_{q-1}(t)\right\|_{k-2} \leqq K(B) \max _{\mu=\lambda, 1}\left\|u(t)-v_{q-1}(t)\right\|_{k-1}^{\mu}
$$

and consequently $F(t)=\lim F_{q}(t)$ in $W_{2}^{(k-2)}$ and $u$ is the required solution of our problem (5.1) on the interval $\langle 0, \Delta\rangle$. Hence we completed the proof of the following

Theorem 5.1 - local existence. Let the coefficients of the operator $L$ (defined by (1.1)-(1.5)) and the domain $\Omega \subset R^{n}$ satisfy the assumptions of Theorem 3.1 for an integer $k \geqq[n / 2]+2$. Let

$$
\begin{gathered}
u_{0} \in W_{2}^{(k)}, \quad u_{1} \in W_{2}^{(k-1)}, \quad h \in C\left(0, T ; H^{k-2}\right) \cap C^{(k-1)}\left(0, T ; L_{2}\right), \\
g \in C^{(1)}\left(0, T ; H^{k}\right), \quad f \in \bar{C}^{(k-1), \lambda}\left(\bar{Q} \times \mathbf{C}^{n+2}\right), \quad 0<\lambda \leqq 1
\end{gathered}
$$

be such functions that the compatibility conditions (5.2) hold.
Then there exists $\Delta \in(0, T\rangle$ such that the mixed semilinear problem (5.1) has on $\langle 0, \Delta\rangle$ a unique solution $u \in C\left(0, \Delta ; H^{k}\right)$.

Uniqueness follows from the following more general
Theorem 5.2 - uniqueness. Let the assumptions of Theorem 5.1 hold. Then the mixed semilinear problem (5.1) has at most one solution on an arbitrary interval $\langle 0, t\rangle \subset\langle 0, T\rangle$.

Proof. If $u, v \in C\left(0, t ; H^{k}\right)$ are two solutions of (5.1), we put $w=u-v, b=$ $=\sup _{\langle 0, t\rangle}\left(\| \| u(s)\left|\left\|_{k}+\left|\|v(s) \mid\|_{k}\right)\right.\right.\right.$. Then from the energy inequality and from Theorem 4.4 we have

$$
\||w(s)|\|_{k} \leqq C(T) K(b) \int_{0}^{s} \max _{\mu=\lambda, 1}\|\mid w(r)\| \|_{k}^{\mu} \mathrm{d} r .
$$

From this inequality we obtain analogously as in the proof of convergence of successive approximations $\|\|w(s)\|\|_{k}=0$, i.e. $u=v$.

Now we shall consider the question of the existence of a global solution on the whole interval $\langle 0, T\rangle$. First we shall introduce an apriori estimate:

Definition 5.3. Let $L, \Omega, u_{0}, u_{1}, h, g, f, k$ satisfy the assumptions of Theorem 5.1. We shall say that the apriori estimate for the semilinear mixed problem (5.1) holds, if

$$
\begin{gathered}
\exists C_{A} \geqq 0 \forall t \in(0, T\rangle: u \in C\left(0, t ; H^{k}\right) \text { is a solution of }(5.1) \Rightarrow \\
\Rightarrow \mid\|u(s)\| \|_{k} \leqq C_{A} \forall s \in\langle 0, t\rangle .
\end{gathered}
$$

Further we shall suppose that the apriori estimate holds.
A global solution will be found by continuing the known local solution on $\langle 0, \Delta\rangle$ by means of Theorem 5.1.

Using this theorem one can find a local solution on the interval $\langle 0, \Delta\rangle$, where $\Delta$ is given by the relation (5.13). For the constant $\gamma$ from (5.10) we have the estimate

$$
\begin{aligned}
& \gamma \leqq \sup _{\langle 0, \Delta\rangle}\| \| u(t)\left|\left\|_{k}+\right\|\|g(0) \mid\| \|_{k}+2 C \cdot M\left(S \cdot \sup _{\langle 0, \Delta\rangle}\| \| u(t)\| \|_{k}\right) \cdot\right. \\
& \cdot\left(1+\sup _{\langle 0, \Delta\rangle}\|u(t)\| \|_{k}^{k}\right)+ \\
& +\int_{0}^{T}\left(\| \| g^{\prime}(s)\| \|_{k}+\left\|h^{(k-1)}(s)\right\|_{0}\right) \mathrm{d} s+2 \cdot \sup \|h(t)\|_{k-2} \leqq \\
& \leqq C_{A}+C \cdot M\left(S C_{A}\right) \cdot\left(1+C_{A}^{k}\right)+\| \| g(0)\| \|_{k}+\ldots+\equiv \gamma_{0}
\end{aligned}
$$

because the apriori estimate holds. The constant $\gamma_{0}$ does not depend on $u, t$.
For the initial approximation $v_{0}$ we have from Theorem 4.5

$$
\beta=\sup _{\langle 0, T\rangle}\| \| v_{0}(t) \mid\left\|_{k} \leqq C(T) \sum_{i=0}^{k-1}\right\| u^{(i)}(0) \|_{k-i} \leqq C(T) C_{A^{i}} \equiv \beta_{0} .
$$

Therefore we have an estimate for the constant $B$ defined by (5.12):

$$
B \leqq C(T)\left(\beta_{0}+\gamma_{0}+1\right) \equiv B_{0}
$$

where $B_{0}$ does not depend on $u, t$.
Then (5.13) implies

$$
\Delta \geqq \frac{1}{C\left(1+M\left(S B_{0}\right)\right)\left(1+B_{0}^{k}\right)} \equiv \Delta_{0} .
$$

Now if we have a solution $u$ on some interval $\langle 0, t\rangle \subset\langle 0, T\rangle$, then according to Theorem 5.1 there exists $\Delta(t)>0$ and $v \in C\left(t, t+\Delta(t) ; H^{k}\right)$ such that

$$
\begin{gathered}
v(t)=u(t), \quad v^{\prime}(t)=u^{\prime}(t), \quad v-g \in C\left(t, t+\Delta(t) ;{ }^{\circ} H^{k}\right), \\
L v(s)=f\left(x, s, v(x, s), v^{\prime}(x, s), \ldots\right)+h(x, s) \text { for } s \in\langle t, t+\Delta(t)\rangle
\end{gathered}
$$

(in fact, we can use Theorem 5.1 because the compatibility conditions at the point $t$ are automatically satisfied as a necessary conditions for the existence of the solution of the problem (5.1) on the interval $\langle 0, t\rangle$ ).

But for $\Delta(t)$ we have the expression

$$
\Delta(t)=\min \left(T-t ; \frac{1}{C(1+M(S B(t)))\left(1+B(t)^{k}\right)}\right)
$$

where $B(t)$ is given in the same way as $B$ from (5.12).

As the function

$$
w(s)=\left\langle\begin{array}{cll}
u(s) & \text { for } & s \in\langle 0, t\rangle \\
v(s) & \text { for } & s \in\langle t, t+\Delta(t)\rangle
\end{array}\right.
$$

is apparently a solution of $(5.1)$ on $\langle 0, t+\Delta(t)\rangle$, it follows again from the apriori estimate that $\Delta(t) \geqq \Delta_{0}$.

Thus we have established the existence of a solution $v(t)$ of $(5.1)$ on $\left(\Delta_{0}, 2 \Delta_{0}\right)$ and the function

$$
U(t)=\left\langle\begin{array}{lll}
u(t) & \text { for } & t \in\left\langle 0, \Delta_{0}\right\rangle \\
v(t) & \text { for } & t \in\left\langle\Delta_{0}, 2 \Delta_{0}\right\rangle
\end{array}\right.
$$

is the solution of $(5.1)$ on $\left\langle 0,2 \Delta_{0}\right\rangle$. We can continue the described process, and because $\Delta(t) \geqq \Delta_{0}$ for each $t$, after a finite number of steps we obtain a solution on the whole interval $\langle 0, T\rangle$. So we have

Theorem 5.4 - global existence. Let the assumptions of Theorem 5.1 be satisfied and let, moreover, the apriori estimate holds. Then there exists a unique solution $u \in C\left(0, T ; H^{k}\right)$ of the semilinear mixed problem (5.1) on the whole interval $\langle 0, T\rangle$.

Remark 5.5. In the special case when our non-linear term $f$ has the simpler form $f=f(x, t, u)$, Theorems 5.1-5:4 hold also for $k=[n / 2]+1$.

## 6. APRIORI ESTIMATE

In the present paragraph we shall prove some sufficient conditions on the nonlinear term $f$ which establish that the apriori estimate holds (and consequently there exists a global solution).

The apriori estimate was introduced in Definition 5.3. In this definition we ought to have spoken more precisely about "the apriori estimate of order $k$ " - according to the norm for which the estimate is required. Therefore we shall prove first that it is enough to obtain "the apriori estimate of order $[n / 2]+2$ ":

Theorem 6.1. The apriori estimate for the problem (5.1) holds if and only if

$$
\begin{align*}
& \exists C_{A}>0 \forall t \in(0, T\rangle: u \in C\left(0, t ; H^{k}\right) \quad \text { is a solution of }(5.1) \Rightarrow  \tag{6.1}\\
& \quad \Rightarrow \mid\|u(s)\|_{[n / 2]+2} \leqq C_{A} \forall s \in\langle 0, t\rangle .
\end{align*}
$$

Remark 6.2. We can see, analogously as in Remark 5.5 that for the simpler equation $L u(t)=f(x, t, u(x, t))$ it is enough to verify the apriori estimate for $k=[n / 2]+1$.

Proof of Theorem 6.1:
As $\left|\left\|u(t)\left|\left\|_{k^{\prime}} \leqq\left|\|u(t) \mid\|_{k}\right.\right.\right.\right.\right.$ for $k^{\prime} \leqq k$, the first implication of Theorem is evident.

Let (6.1) hold and let $k>[n / 2]+2$ be an integer. We have from (3.8) for the solution $u$ of (5.1) on $\langle 0, t\rangle$

$$
\begin{equation*}
\|\|u(s)\|\|_{k} \leqq C(T)\left(\gamma+\| \| F(s)\| \|_{k-2}+\int_{0}^{s}\left\|F^{(k-1)}(r)\right\|_{0} \mathrm{~d} r\right) \tag{6.2}
\end{equation*}
$$

where $\gamma$ is the constant from (5.10), $F(x, t)=f(x, t, u(x, t), \ldots)$. But from Theorem 4.4 it follows

$$
\begin{equation*}
\|\mid F(s)\| \|_{k-2} \leqq C . M\left(S \cdot \sup _{\langle 0, t\rangle}\| \| u(r)\| \|_{k-1}\right)\left(1+\| \| u(s)\| \|_{k-1}^{k-2}\right) . \tag{6.3}
\end{equation*}
$$

If we express $F^{(k-1)}(r)$ as the derivative of a composite function (according to Theorem 4.4), with help of Lemma 4.1 we get the estimate

$$
\begin{gather*}
\left\|F^{(k-1)}(r)\right\|_{0} \leqq C . M\left(S . \sup \|u(\tau)\| \|_{k-1}\right)  \tag{6.4}\\
.\left(1+\left(\sup \| \| u(\tau)\| \|_{k-1}^{k-2}\right)\left(1+\| \| u(r)\| \|_{k}\right)\right.
\end{gather*}
$$

Substituting (6.4) and (6.3) into (6.2) and using the Gronwall Lemma we see that $\left\|\|u(s) \mid\|_{k}\right.$ can be estimated by means of $\left|\|u(s) \mid\|_{k-1}\right.$. Now we prove our assertion by repeating this procedure.

Following two propositions are easy to see:
Theorem 6.3. Let $n=1$ and let us suppose that there exists a constant $C \geqq 0$ such that

$$
\begin{align*}
& \left|\frac{\partial f}{\partial t}(x, t, z)\right| \leqq C\left(1+\sum_{i=1}^{3}\left|z_{i}\right|\right),  \tag{6.5}\\
& \left|\frac{\partial f_{i}}{\partial z}\right|(x, t, z) \leqq C, \quad i=1,2,3 \tag{6.6}
\end{align*}
$$

for each $(x, t, z) \in Q \times \mathbf{C}^{3}$.
Then the apriori estimate for the problem (5.1) holds.
Proof. According to Theorem 6.1 it is enough to estimate $\left\|\|u(t)\|_{2}\right.$. From (3.8) we have for the solution $u$ :

$$
\begin{equation*}
\|u(t)\|_{2} \leqq C(T)\left(\gamma+\int_{0}^{t}\left\|F^{\prime}(s)\right\|_{0} \mathrm{~d} s\right) \tag{6.7}
\end{equation*}
$$

( $\gamma$ is the constant from (5.10)). But

$$
F^{\prime}=\frac{\partial f}{\partial t}+\frac{\partial f}{\partial z_{1}} u^{\prime}+\frac{\partial f}{\partial z_{2}} u^{\prime \prime}+\frac{\partial f}{\partial z_{3}} \frac{\partial u^{\prime}}{\partial x}
$$

therefore using (6.5), (6.6) we immediately see

$$
\left\|F^{\prime}(s)\right\|_{0}^{2} \leqq C\left(1+\| \| u(s) \|_{2}^{2}\right)
$$

and our assertion follows from the Gronwall Lemma.
Theorem 6.4. Let $\Omega, L, u_{0}, u_{1}, f, h$ satisfy the assumptions of Theorem 5.1 and let $f$ be bounded on $\bar{Q} \times \mathbf{C}^{n+2}$ together with all derivatives up to order $[n / 2]+1$. Then the apriori estimate for the problem (5.1) holds.

We shall omit the proof because it can be carried out by almost the same method as the proofs of Theorems 6.1, 6.3.

Theorem 6.5. Let $g=0$ and let $\Omega, L, u_{0}, u_{1}, h, f(x, t, z)$ satisfy the assumptions. of Theorem 5.1. Let for $u \in C\left(0, t ;{ }^{\circ} H^{2}\right) \quad(t \in(0, T\rangle)$ be

$$
\begin{equation*}
L u(s)=f(x, s, u(x, s))+h(s), \quad u(0)=u_{0}, \quad u^{\prime}(0)=u_{1} . \tag{6.8}
\end{equation*}
$$

Let there exist a real-valued function $\Phi(x, t, z)$ defined on $\bar{Q} \times \mathbf{C}$ such that for each $(x, t, z) \in \bar{Q} \times \mathbf{C}$,

$$
\begin{gather*}
\frac{\partial \Phi}{\partial(\operatorname{Re} z)}(x, t, z)=\operatorname{Re} f(x, t, z), \frac{\partial \Phi}{\partial(\operatorname{Im} z)}(x, t, z)=\operatorname{Im} f(x, t, z),  \tag{6.9}\\
\Phi(x, t, z) \leqq C_{\Phi}, \quad C_{\Phi}>0 \tag{6.10}
\end{gather*}
$$

and either

$$
\begin{equation*}
-\frac{\partial \Phi}{\partial t}(x, t, z) \leqq C_{\Phi}^{\prime}\left(C_{\Phi}-\Phi(x, t, z)\right), \quad C_{\Phi}^{\prime}>0 \tag{6.11a}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|\frac{\partial \Phi}{\partial t}(x, t, z)\right| \leqq C_{\Phi}^{\prime}\left(1+|z|^{2}\right) . \tag{6.11b}
\end{equation*}
$$

Then there exists a constant $C_{1}>0$ such that

$$
\begin{equation*}
\left\|\|u(s)\|_{1} \leqq C_{1} \quad s \in\langle 0, t\rangle\right. \tag{6.12}
\end{equation*}
$$

and consequently the apriori in the case $n=1$ holds.
Proof. If we put

$$
E(s)=\left(u^{\prime}(s), u^{\prime}(s)\right)_{0}+\sum_{i, j=1}^{n}\left(a_{i j}(s) \frac{\partial u}{\partial x_{j}}(s), \frac{\partial u}{\partial x_{i}}(s)\right)_{0}
$$

then from the elipticity of $a_{i j}$ and from the equivalence of norms in ${ }^{\circ} W_{2}^{(1)}$ (Friedrich's inequality) we have

$$
\begin{equation*}
E(s) \geqq C\| \| u(s) \|_{1}^{2} \tag{6.13}
\end{equation*}
$$

Further

$$
\begin{gather*}
\frac{\mathrm{d} E}{\mathrm{~d} s}(s)=2 \operatorname{Re}\left(u^{\prime \prime}(s), u^{\prime}(s)\right)_{0}+  \tag{6.14}\\
+\sum_{i, j}\left[\left(a_{i j}^{\prime} \frac{\partial u}{\partial x_{j}}, \frac{\partial u}{\partial x_{i}}\right)_{0}+\left(a_{i j} \frac{\partial u^{\prime}}{\partial x_{j}}, \frac{\partial u}{\partial x_{i}}\right)_{0}+\left(a_{i j} \frac{\partial u}{\partial x_{j}}, \frac{\partial u^{\prime}}{\partial x_{i}}\right)_{0}\right] .
\end{gather*}
$$

The second term on the right hand side is

$$
\leqq C\|u(s)\|_{1}^{2} \leqq C . E(s) .
$$

The last two terms are

$$
\begin{aligned}
& =\left(a_{j i} \frac{\partial u^{\prime}}{\partial x_{i}}, \frac{\partial u}{\partial x_{j}}\right)_{0}+\left(a_{i j} \frac{\partial u}{\partial x_{j}}, \frac{\partial u^{\prime}}{\partial x_{i}}\right)_{0}=\left(\bar{a}_{i j} \frac{\partial u^{\prime}}{\partial x_{i}}, \frac{\partial u}{\partial x_{j}}\right)_{0}+\ldots= \\
& =2 \operatorname{Re}\left(a_{i j} \frac{\partial u}{\partial x_{j}}, \frac{\partial u^{\prime}}{\partial x_{i}}\right)_{0} .
\end{aligned}
$$

As $u^{\prime}(s) \in{ }^{\circ} W_{2}^{(1)}$, the integration by parts yields

$$
\left(a_{i j} \frac{\partial u}{\partial x_{j}}, \frac{\partial u^{\prime}}{\partial x_{i}}\right)_{0}=-\left(\frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial u}{\partial x_{j}}\right), u^{\prime}\right)_{0} .
$$

Therefore

$$
\begin{aligned}
\frac{\mathrm{d} E}{\mathrm{~d} s}(s) & \leqq C E(s)+2 \operatorname{Re}\left(u^{\prime \prime}-\sum_{i, j} \frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial u}{\partial x_{j}}\right), u^{\prime}\right)= \\
& =C E(s)+2 \operatorname{Re}\left(-\sum_{i}\left(\left(h_{i} \frac{\partial u^{\prime}}{\partial x_{i}}, u^{\prime}\right)_{0}+\left(b_{i} \frac{\partial u}{\partial x_{i}}, u^{\prime}\right)_{0}\right)-\right. \\
& \left.-\left(c_{1} u^{\prime}, u^{\prime}\right)_{0}-\left(c_{2} u, u^{\prime}\right)_{0}+\left(h, u^{\prime}\right)_{0}+\left(f(s, u(s)), u^{\prime}\right)_{0}\right) \leqq \\
& \leqq C\left(E(s)+\|h(s)\|_{0}^{2}\right)+2 \operatorname{Re}\left(f(s, u(s)), u^{\prime}(s)\right)_{0}
\end{aligned}
$$

because $h_{i}$ are real-valued functions and $u^{\prime} \in{ }^{\circ} W_{2}^{(1)}$. Taking into account (6.9) we have

$$
\begin{aligned}
\operatorname{Re}\left(f, u^{\prime}\right)_{0} & =\int\left(\operatorname{Re} f \operatorname{Re} u^{\prime}+\operatorname{Im} f \operatorname{Im} u^{\prime}\right) \mathrm{d} x= \\
& =\frac{\mathrm{d}}{\mathrm{~d} s} \int \Phi(x, s, u(x, s)) \mathrm{d} x-\int \frac{\partial \Phi}{\partial s}(x, s, u(x, s)) \mathrm{d} x
\end{aligned}
$$

Finally we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} s}\left[E(s)+\int_{\Omega} 2\left(C_{\Phi}-\Phi(x, s, u(x, s))\right) \mathrm{d} x\right] \leqq C\left(C+E(s)-2 \int_{\Omega} \frac{\partial \Phi}{\partial s} \mathrm{~d} s\right)
$$

If (6.11a) holds, the right hand side is

$$
\leqq C\left(C+E(s)+2 C_{\Phi}^{\prime} \int_{\Omega}\left(C_{\Phi}-\Phi\right) \mathrm{d} x\right) \leqq C\left(1+E(s)+\int_{\Omega} 2\left(C_{\Phi}-\Phi\right) \mathrm{d} x\right) .
$$

If (6.11b) holds, the right hand side is

$$
\begin{aligned}
& \leqq C\left(C+E(s)+C_{\Phi}^{\prime}\left(2 \operatorname{mes} \Omega+2\|u(s)\|_{0}^{2}\right)\right) \leqq C\left(1+E(s)+\| \| u(s) \|_{1}^{2}\right) \leqq \\
& \leqq C(1+E(s)) \leqq C\left(1+E(s)+\int_{\Omega} 2\left(C_{\Phi}-\Phi\right) \mathrm{d} x\right)
\end{aligned}
$$

because from (6.10) it follows $C_{\Phi}-\Phi \geqq 0$.
Using the Gronwall Lemma we obtain in both cases

$$
E(s)+2 \int_{\Omega}\left(C_{\Phi}-\Phi\right) \mathrm{d} x \leqq C_{1}^{\prime}, \quad s \in\langle 0, t\rangle
$$

and because $C_{\Phi}-\Phi \geqq 0$, we have $E(s) \leqq C_{1}^{\prime}$ for $s \in\langle 0, t\rangle$. But then (6.13) implies (6.12).

Remark 6.6. Theorem 6.5 can be modified also for some non-homogeneous boundary conditions $g \neq 0$. Then we must use a function $E_{1}(s)=E(s)+\|u(s)\|_{0}^{2}$, because now (6.13) need not hold. Further we must somehow eliminate integrals over the boundary $\partial \Omega$, generally appearing in the integration by parts. These integrals vanish, if e.g. $g=g(x)$ does not depend on time $t$, because then $u^{\prime}(s) \in{ }^{\circ} W_{2}^{(1)}$ for each $s \in\langle 0, t\rangle$.

Theorem 6.7. Let $\Omega, L, u_{0}, u_{1}, h, g, f(x, t, z)$ satisfy the assumptions of Theorem 5.1 and let $u \in C\left(0, t ; H^{2}\right)$ be such a solution of the problem (5.1) that (6.12) holds. Suppose that the function $f(x, t, z)$ satisfy further

$$
\begin{align*}
& \left|\frac{\partial f}{\partial t}(x, t, z)\right| \leqq C_{f}\left(1+|z|^{a+1}\right)  \tag{6.15}\\
& \left|\frac{\partial f}{\partial z}(x, t, z)\right| \leqq C_{f}\left(1+|z|^{a}\right) \tag{6.16}
\end{align*}
$$

for each $(x, t, z) \in \bar{Q} \times \mathbf{C}$, where

$$
a=\frac{2}{n-2} \text { for } n>2, \quad 0 \leqq a<\infty \quad \text { for } n \leqq 2,
$$

$C_{f} \geqq 0$ is a constant.

Then there exists a constant $C_{2}>0$ such that

$$
\begin{equation*}
\left\|\left|\|u(s) \mid\|_{2} \leqq C_{2}, \quad s \in\langle 0, t\rangle\right.\right. \tag{6.17}
\end{equation*}
$$

and consequently the apriori estimate in the cases $n=2, n=3$ holds.
Proof. From the energy inequality we have again

$$
\begin{equation*}
\|u(s)\| \|_{2} \leqq C(T)\left(\gamma+\int_{0}^{s}\left\|F^{\prime}(r)\right\|_{0} \mathrm{~d} r\right) \tag{6.18}
\end{equation*}
$$

Now $\left|F^{\prime}(x, r)\right|^{2} \leqq 2\left(|(\partial f / \partial r)(x, r, u(x, r))|^{2}+\left.|\partial f| \partial z\right|^{2}\left|u^{\prime}\right|^{2}\right)$, therefore

$$
\begin{equation*}
\left\|F^{\prime}(r)\right\|^{2} \leqq 2\left(\int_{\Omega}\left|\frac{\partial f}{\partial r}\right|^{2} \mathrm{~d} x+\int_{\Omega}\left|\frac{\partial f}{\partial z}\right|^{2}\left|u^{\prime}\right|^{2} \mathrm{~d} x\right)=2\left(J_{1}+J_{2}\right) \tag{6.19}
\end{equation*}
$$

From (6.15) it follows

$$
J_{1} \leqq C_{f}\left(\operatorname{mes} \Omega+\|u(r)\|_{L_{2(a+1)}}^{2(a+1)}\right)
$$

but because $u \in W_{2}^{(1)}$, the choice of a implies the imbedding $W_{2}^{(1)} \subset L_{2(a-1)}$, consequently

$$
\begin{gather*}
J_{1} \leqq C\left(\operatorname{mes} \Omega+\|u(r)\|_{1}^{2(a+1)}\right) \leqq  \tag{6,20}\\
\leqq C\left(\operatorname{mes} \Omega+\| \| u(r)\| \|_{1}^{2(a+1)}\right) \leqq C\left(\operatorname{mes} \Omega+C_{1}^{2(a+1)}\right)
\end{gather*}
$$

because (6.12) holds. Further, from (6.16) it follows

$$
J_{2} \leqq C_{f}\left(\int_{\Omega}\left|u^{\prime}(x, r)\right|^{2} \mathrm{~d} x+\int_{\Omega}|u(x, r)|^{2 a}\left|u^{\prime}(x, r)\right|^{2} \mathrm{~d} x\right)
$$

By means of Hölder inequality we obtain

$$
J_{2} \leqq C_{f}\left(\left\|u^{\prime}(r)\right\|_{0}^{2}+\left(\int_{\Omega}|u(x, r)|^{a n} \mathrm{~d} x\right)^{2 / n}\left(\int_{\Omega}\left|u^{\prime}(x, r)\right|^{2 n /(n-2)}\right)^{(n-2) / n}\right)
$$

But $a n=2 n /(n-2)$ and because $u(r), u^{\prime}(r) \in W_{2}^{(1)}$, the imbedding $W_{2}^{(1)} \subset L_{2 n /(n-2)}$ implies

$$
\begin{gather*}
J_{2} \leqq C\left(\left\|u^{\prime}(r)\right\|_{0}^{2}+\|u(r)\|_{1}^{4 /(n-2)}\left\|u^{\prime}(r)\right\|_{1}^{2}\right) \leqq  \tag{6.21}\\
\leqq C\left(1+C_{1}^{4 /(n-2)}\right)\|u(r)\|_{2}^{2} .
\end{gather*}
$$

Now from (6.18) - (6.21) it follows

$$
\|\|u(s)\|\|_{2} \leqq C\left(1+\int_{0}^{s}\|u(r)\| \|_{2} \mathrm{~d} r\right)
$$

and we obtain our assertion again by means of the Gronwall Lemma.

Example 1. We shall consider the following mixed semilinear problem of the special form:

$$
\begin{align*}
& L u(t)+\varphi(x, t) u(t)|u(t)|^{a}=h(x, t), \quad a>0  \tag{6.22}\\
& u(0)=u_{0}, \quad u^{\prime}(0)=u_{1}, \quad u-g \in C\left(0, T ;{ }^{\circ} H^{2}\right)
\end{align*}
$$

on a domain $Q=\Omega \times(0, T)$, where $\Omega \subset \mathbf{R}^{n}$ is a bounded domain of the class $C^{(2), 1}$, $n=1,2,3,0<T<\infty$.

Here $L$ is an operator defined by (1.1)-(1.5), its coefficients are assumed to fulfil

$$
a_{i j} \in C^{(1,1)}(\bar{Q}), \quad h_{i} \in C^{(1)}(\bar{Q}), \quad b_{i}, c_{q} \in C^{(0,1)}(\bar{Q}), \quad i, j=1, \ldots, \quad n, q=1,2 .
$$

Let further

$$
u_{0} \in W_{2}^{(2)}, \quad u_{1} \in W_{2}^{(1)}, \quad h \in C^{(1)}\left(0, T ; L_{2}\right), \quad g \in C^{(1)}\left(0, T ; H^{2}\right) .
$$

If $\varphi \equiv 0$, then the problem (6.22) is linear and from Theorem 3.1 the existence of a unique solution $u \in C\left(0, T ; H^{2}\right)$ follows, if only the compatibility conditions of order 2

$$
\begin{equation*}
u_{0} \in g(0)+W_{2}^{(2)} \cap{ }^{\circ} W_{2}^{(1)}, \quad u_{1} \in g^{\prime}(0)+{ }^{\circ} W_{2}^{(1)} \tag{6.23}
\end{equation*}
$$

hold.
For $\varphi \equiv 1, g=0$ and the particular case of the operator $L=\square=\partial^{2} / \partial t^{2}-\Delta$, the problem (6.22) was solved in [17] by J. Sather. There the existence and uniqueness of a weak global solution was shown (even for higher dimensions).

Let us show that the existence of a global solution of more general problem (6.22) follows from Theorem 5.3.

Since we consider only the case $n \leqq 3$, the compatibility conditions of order $[n / 2]+1 \leqq 2$ are the same as in the linear case, i.e. (6.23). We must only show the required smoothness of the non-linear term and the apriori estimate. Therefore we shall consider the function

$$
f(x, t, z)=-\varphi(x, t) z|z|^{a}
$$

defined on $\bar{Q} \times C$ which can be taken as a function

$$
f\left(x, t, v_{1}, v_{2}\right)=-\varphi(x, t)\left(v_{1}+i v_{2}\right)\left(v_{1}^{2}+v_{2}^{2}\right)^{a / 2}
$$

defined on $\bar{Q} \times \mathbf{R}^{2}$. For the existence of a local solution, Theorem 5.1 requires $f \in \bar{C}^{(1), \lambda}(\bar{Q} \times \mathbf{C})$ for some $\lambda \in(0,1\rangle$. If we suppose

$$
\begin{equation*}
\varphi \in C^{(1)}(\bar{Q}) \tag{6.24}
\end{equation*}
$$

then $f \in \bar{C}^{(1)}(\bar{Q} \times \mathbf{C})$ because

$$
\begin{align*}
& \frac{\partial f}{\partial \operatorname{Re} z} \equiv \frac{\partial f}{\partial v_{1}}=-\varphi(x, t)\left(v_{1}^{2}+v_{2}^{2}\right)^{a / 2}\left(1+\frac{a v_{1}^{2}}{v_{1}^{2}+v_{2}^{2}}+i \frac{a v_{1} v_{2}}{v_{1}^{2}+v_{2}^{2}}\right)  \tag{6.25}\\
& \frac{\partial f}{\partial \operatorname{Im} z} \equiv \frac{\partial f}{\partial v_{2}}=-\varphi(x, t)\left(v_{1}^{2}+v_{2}^{2}\right)^{a / 2}\left(\frac{a v_{1} v_{2}}{v_{1}^{2}+v_{2}^{2}}+i\left(1+\frac{a v_{2}^{2}}{v_{1}^{2}+v_{2}^{2}}\right)\right)
\end{align*}
$$

(and obviously $=0$ for $\left(v_{1}, v_{2}\right)=(0,0)$ ) are continuous functions in $\bar{Q} \times \mathbf{R}^{2}$ for each $a>0$. If $a \geqq 2$, we can differentiate $f$ at least once more with respect to $v_{1}, v_{2}$ and therefore then $f \in \bar{C}^{(1), 1}(\bar{Q} \times \mathbf{C}$ ) (if a is big enough, we can obtain the local existence also for higher dimensions). But even for $a<2$ the functions from (6.25) are locally $a / 2$ - Hölder continuous (see Appendix) and so we have $f \in \bar{C}^{(1), a / 2}(\bar{Q} \times$ $\times \mathbf{C}$ ). Consequently, for each $a>0$ the assumptions of Theorem 5.1 are satisfied and the problem (6.22) has a unique local solution.

If we define a function $F$ for $(x, t, z) \in \bar{Q} \times \mathbf{C}$ by the relation

$$
\begin{equation*}
F(x, t, z)=-\frac{\varphi(x, t)|z|^{a+1}}{2(a+1)} \tag{6.26}
\end{equation*}
$$

we see that

$$
\frac{\partial F}{\partial \operatorname{Re} z}=\operatorname{Re} f, \frac{\partial F}{\partial \operatorname{Im} z}=\operatorname{Im} f
$$

and

$$
\frac{\partial F}{\partial t}=-\frac{\partial \varphi}{\partial t}(x, t) \frac{|z|^{a+1}}{2(a+1)} .
$$

Thus, if the conditions (6.10) and either (6.11a) or (6.11b) held for $F$, then we should obtain from Theorem 6.5 the apriori estimate in the case $n=1, g=0$ (or $g=g(x)$ according to Remark 6.6).

## Let

$$
\begin{equation*}
\varphi(x, t) \geqq 0, \quad(x, t) \in \bar{Q} . \tag{6.27}
\end{equation*}
$$

Then $F(x, t, z) \leqq 0$ and (6.10) holds.
Further, if for some constant $C>0$

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}(x, t) \leqq C \cdot \varphi(x, t) \quad(x, t) \in \bar{Q} \tag{6.28}
\end{equation*}
$$

holds (e.g. if $\varphi(x,$.$) is a non-increasing function), we have$

$$
-\frac{\partial F}{\partial t} \leqq C \cdot \varphi \frac{|z|^{a+1}}{2(a+1)}=-C \cdot F
$$

and consequently (6.11a) holds. If instead of (6.28) the condition

$$
\begin{equation*}
\left|\frac{\partial \varphi}{\partial t}(x, t)\right| \leqq C, \quad(x, t) \in \bar{Q}, \quad a \leqq 1 \tag{6.29}
\end{equation*}
$$

holds, then evidently (6.11b) applies to $F$.
Summary. The problem (6.22) has a unique global solution in the case $n=1$, $g=g(x)$ if (6.24), (6.27) and either (6.28) or (6.29) hold.

Let us consider the case $n=2,3$. Then $[n / 2]+1=2$ and so we must prove the apriori estimate "of order 2". For this purpose we shall use Theorem 6.7. First, the above mentioned conditions are supposed in order to establish an estimate in the norm $\left|\left||\cdot| \|_{1}\right.\right.$. Further we have

$$
\left|\frac{\partial f}{\partial t}(x, t, z)\right| \leqq\left|\frac{\partial \varphi}{\partial t}(x, t)\right||z|^{a+1},
$$

therefore (6.15) holds if

$$
\begin{equation*}
\left|\frac{\partial \varphi}{\partial t}(x, t)\right| \leqq C, \quad(x, t) \in \bar{Q} \tag{6.30}
\end{equation*}
$$

and

$$
\begin{equation*}
0<a<\infty \text { for } n=2 ; 0<a \leqq 2 \text { for } n=3 \tag{6.31}
\end{equation*}
$$

Condition (6.16) follows from the condition

$$
\begin{equation*}
|\varphi(x, t)| \leqq C, \quad(x, t) \in Q \tag{6.32}
\end{equation*}
$$

and from (6.31), because $|\partial f / \partial z| \leqq|\partial f| \partial v_{1}\left|+|\partial f| \partial v_{2}\right| \leqq 2|\varphi| \cdot|z|^{a}(1+2 a)$. If (6.15) and (6.16) hold, we can use Theorem 6.7 which implies the required apriori estimate.

Summary. The problem (6.22) has a unique global solution in the case $n=2,3$, $g=g(x)$ if the conditions (6.24), (6.31)

$$
\begin{equation*}
0 \leqq \varphi(x, t) \leqq C, \quad(x, t) \in \bar{Q} \tag{6.33}
\end{equation*}
$$

and either (6.28), (6.30) or (6.29) hold.
Now we see that our results include the results from [17] (where the same condition (6.31) concerning a is required), because $\varphi \equiv 1$ evidently satisfies our assumptions. But we can also establish the regularity of the solution. We can prove analogously as in Appendix

$$
\varphi \in C^{(k)}(\bar{Q}), \quad a>k-1 \Rightarrow f \in \bar{C}^{(k), a / 2}(\bar{Q} \times \mathbf{C}), \quad k=1,2, \ldots
$$

Therefore if $a>[n / 2]-1$ and if $\varphi \in C^{([n / 2])}(\bar{Q})$, we have $f \in \bar{C}^{([n / 2]), a / 2}(\bar{Q} \times \mathbf{C})$ and we can obtain a local solution in higher dimensions. On the other hand, in the
case $n \leqq 3, a>k-1, k=1,2, \ldots$, we obtain smoother global solution $u \in$ $\in C\left(0, T ; H^{k+2}\right)$ - according to the smoothness of $u_{0}, u_{1}, g, h$ and the coefficients of the operator $L$.

Example 2. In [18] J. Sather proved the existence of a global classical solution of the problem

$$
\begin{equation*}
\square u+u^{3}=h, \quad u(0)=u_{0}, \quad u^{\prime}(0)=u_{1}, \quad u=0 \quad \text { on } \quad \partial \Omega \times(0, T) \tag{6.35}
\end{equation*}
$$

in the class of real-valued functions $\left(\Omega \subset \mathbf{R}^{n}, n=1,2,3\right)$.
If we consider also only real-valued functions, we can put in Theorem $6.5 \Phi(z)=$ $=-z^{4} / 4$ (we have $f(z)=-z^{3}$ ). Then it is easily seen from Theorems $6.5,6.7$ that the apriori estimate for $n=1,2,3$ holds. Consequently we have a unique global solution $u \in C\left(0, T ;{ }^{\circ} H^{2}\right)$ for

$$
h \in C^{(1)}\left(0, T ; L_{2}\right), \quad u_{0} \in W_{2}^{(2)} \cap{ }^{\circ} W_{2}^{(1)}, \quad u_{1} \in{ }^{\circ} W_{2}^{(1)}, \quad \Omega \in C^{(3), 1}
$$

and for

$$
h \in C\left(0, T ; H^{2}\right) \cap C^{(3)}\left(0, T ; L_{2}\right), \quad u_{0} \in W_{2}^{(4)} \cap{ }^{\circ} W_{2}^{(1)}, \quad u_{1} \in W_{2}^{(3)} \cap{ }^{\circ} W_{2}^{(1)}
$$

$\Omega \in C^{(5), 1}$ satisfying the compatibility conditions of order 4 we obtain the global classical solution

$$
u \in C\left(0, T ;{ }^{\circ} H^{4}\right) \subset C^{(2)}(\bar{Q})
$$

This fact again includes the results proved in [18].

## APPENDIX

Proposition. Let $0<a<1$. Then functions

$$
\begin{gathered}
A\left(v_{1}, v_{2}\right)=\left(v_{1}^{2}+v_{2}^{2}\right)^{a}, \quad B_{q}\left(v_{1}, v_{2}\right)=v_{q}^{2}\left(v_{1}^{2}+v_{2}^{2}\right)^{a-1}, \quad q=1,2, \\
C\left(v_{1}, v_{2}\right)=v_{1} v_{2}\left(v_{1}^{2}+v_{2}^{2}\right)^{a-1}
\end{gathered}
$$

are locally a-Hölder continuous for $\left(v_{1}, v_{2}\right) \in \mathbf{R}^{2}$.
Proof. Our assertion is evident for $A$ and we shall prove it only for $B_{1}$, because we can apply the same method to prove it for $B_{2}, C$.

So we must prove the implication

$$
\begin{aligned}
& \forall b>0 \exists C(b):\left|v_{p}\right| \leqq b, \quad\left|w_{p}\right| \leqq b, \quad p=1,2 \Rightarrow \\
& \Rightarrow\left|B_{1}\left(v_{1}, v_{2}\right)-B_{1}\left(w_{1}, w_{2}\right)\right| \leqq C(b) \sum_{p=1}^{2}\left|v_{p}-w_{p}\right|^{a}
\end{aligned}
$$

Taking into account the definition of $B_{1}$ we see that we can consider only $v_{p}, w_{p} \in$ $\in\langle 0, b\rangle$. Now

$$
B_{1}\left(v_{1}, v_{2}\right)-B_{1}\left(v_{1}, w_{2}\right)=0 \quad \text { if } \quad v_{1}=0 \quad \text { or } \quad v_{2}=w_{2}
$$

and for $v_{1} \neq 0$ we can write (if e.g. $v_{2}<w_{2}$ )

$$
\begin{gathered}
\left|B_{1}\left(v_{1}, v_{2}\right)-B_{1}\left(v_{1}, w_{2}\right)\right|=\left|\int_{0}^{1} \frac{\partial B_{1}}{\partial v_{2}}\left(v_{1}, v_{2}+s\left(w_{2}-v_{2}\right)\right)\left(w_{2}-v_{2}\right) \mathrm{d} s\right|= \\
=\left|\int_{0}^{1} 2(a-1) v_{1}^{2}\left(v_{1}^{2}+\left(v_{2}+s\left(w_{2}-v_{2}\right)\right)^{2}\right)^{a-2}\left(v_{2}+s\left(w_{2}-v_{2}\right)\right)\left(w_{2}-v_{2}\right) \mathrm{d} s\right| \leqq \\
\leqq 2(1-a) \int_{0}^{1}\left(v_{2}+s\left(w_{2}-v_{2}\right)\right)^{2 a-1}\left(w_{2}-v_{2}\right) \mathrm{d} s=2(1-a) \int_{v_{2}}^{w_{2}} s^{2 a-1} \mathrm{~d} s= \\
=(1-a) a^{-1}\left(w_{2}^{2 a}-v_{2}^{2 a}\right) \leqq(2 b)^{a} a^{-1}(1-a)\left|w_{2}-v_{2}\right|^{a} .
\end{gathered}
$$

Analogously

$$
\begin{gathered}
\left|B_{1}\left(v_{1}, w_{2}\right)-B_{1}\left(w_{1}, w_{2}\right)\right|=\left|\int_{0}^{1} \frac{\partial B_{1}}{\partial v_{1}}\left(v_{1}+s\left(w_{1}-v_{1}\right), w_{2}\right)\left(w_{1}-v_{1}\right) \mathrm{d} s\right|= \\
=\mid \int_{0}^{1} 2\left[\left(v_{1}+s\left(w_{1}-v_{1}\right)\right)+(a-1)\left(\left(v_{1}+s\left(w_{1}-v_{1}\right)\right)^{2}+w_{2}^{2}\right)^{-1}\right. \\
\left.\cdot\left(v_{1}+s\left(w_{1}-v_{1}\right)\right)^{3}\right]\left(\left(v_{1}+s\left(w_{1}-v_{1}\right)\right)^{2}+w_{2}^{2}\right)^{a-1}\left(w_{1}-v_{1}\right) \mid \mathrm{d} s \leqq \\
\leqq 2\left(w_{1}-v_{1}\right)\left[\int_{0}^{1}\left(v_{1}+s\left(w_{1}-v_{1}\right)\right)^{2 a-1} \mathrm{~d} s+(1-a) \int_{0}^{1}\left(v_{1}+s\left(w_{1}-v_{1}\right)^{2 a} \mathrm{~d} s\right] \leqq\right. \\
\leqq 2(1+(1-a) b) \int_{0}^{1}\left(v_{1}+s\left(w_{1}-v_{1}\right)\right)^{2 a-1}\left(w_{1}-v_{1}\right) \mathrm{d} s \leqq C(b)\left(w_{1}-v_{1}\right)^{a} .
\end{gathered}
$$

Since moreover

$$
\begin{gathered}
\left|B_{1}\left(v_{1}, v_{2}\right)-B_{1}\left(w_{1}, w_{2}\right)\right| \leqq \\
\leqq\left|B_{1}\left(v_{1}, v_{2}\right)-B_{1}\left(v_{1}, w_{2}\right)\right|+\left|B_{1}\left(v_{1}, w_{2}\right)-B_{1}\left(w_{1}, w_{2}\right)\right|
\end{gathered}
$$

we see that the required implication holds.
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